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#### Abstract

A new type of non-polynomial fractional spline function for approximating solutions of Fredholm-integral equations has been presented. For this purpose, we used a new idea of fractional continuity conditions by using the Caputo fractional derivative and the Riemann Liouville fractional integration to generate fractional spline derivatives. Moreover, the convergence analysis is studied with proven theorems. The approach is also well-explained and supported by four computational numerical findings, which show that it is both accurate and simple to apply.
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## 1 Introduction

Consider the second kind of linear integral equation [5-8].

$$
\begin{equation*}
y(t)=f(t)+\int_{a}^{b} k(t, x) y(x) d x, \tag{1.1}
\end{equation*}
$$

The kernel function of two variables $t$ and $x$ is $k(t, x), a$ and $b$ are constants, $y(t)$ is the unknown function, and $f(t)$ is given. Integral equations can be used to describe some difficulties as well Bellour, A. [5] solving Fredholm integral equations by using two cubic spline methods, in [10] D. Hammad, a new general form of Ten non-polynomial cubic splines for some classes of Fredholm integral equations are presented, Maleknejad, Khosrow, Jalil Rashidinia, and Hamed Jalilian in [22], solved Fredholm integral equation via Quintic Spline functions and in [27] S. Saha Ray, and P. K. Sahu. proposed Numerical methods for solving Fredholm integral equations of the second kind. And for other works see [4] and [25] Non-polynomial spline functions are used to find approximate solutions to a variety of problems, including integral equations [10], [26], [23], and [13], and differential equations [3], [16], [30], [11] and [12],

[^0]wave equations [8], Burgers equation [1], etc.
We employ a similar technique outlined in [10], [22], and [5], but fractional derivative and fractional models are not used there, it is clear that fractional calculus is one of the most reliable processes for managing complex systems and there are still many models to be suggested, analyzed and used in real-world applications in many fields of science and engineering where locality plays a significant role. Several fractional derivatives and integral definitions have recently been offered. [28]- [20], [7], and [29]. It also contributes significantly to the progress of other fields of science, such as engineering [31], chemistry [14], physics [6], and biology [15]. We hope that much better work on this technique will be done in the future and that this will be the beginning of doing better work.
The following sections of this paper are organized in the given sequence: In Section 2, we give some basic definitions, derivations, and formulations of the non-polynomial fractional spline function for solving second-order integral equations. In section 3, we present the methodology of our technique for Fredholm-integral equations (FIE). In sections 4 and 5, the method's convergence is discussed, and some numerical results are shown for the accurate and simple techniques, respectively. Finally, section 6 consists of the conclusion.

## 2 Mathematical preliminaries and Non-polynomial fractional spline construction

Here are some key fractional definitions before we get into the details of our approach. Different definitions are available for fractional derivatives. In this paper, both the RiemannLiouville fractional derivative and the Caputo fractional derivative will be used.
Definition 2.1. [24] The RLD (Riemann- Liouville fractional derivative) of order $\beta$ can be defined as:

$$
{ }_{a} D_{t}^{\beta} f(t)=\frac{1}{\Gamma(n-\beta)}\left(\frac{d}{d t}\right)^{n} \int_{a}^{t}(t-u)^{n-\beta-1} f(u) d u .
$$

for every $\beta$, and $n=\lceil\beta\rceil$
Definition 2.2. [24] The CD (Caputo fractional derivative) of order $\beta$ is defined as:

$$
{ }_{a}^{C} D_{t}^{\beta} f(t)=\frac{1}{\Gamma(n-\beta)} \int_{a}^{t}(t-u)^{n-\beta-1}\left(\frac{d}{d u}\right)^{n} f(u) d u, n=\lceil\beta\rceil \text { and } \beta>0 .
$$

For $\beta=0$, we introduce the notation:

$$
{ }^{c} D_{t}^{\beta} f(t)=D^{\beta} f(t) .
$$

We used the non-polynomial fractional spline function to approximate a solution to the integral equation. For this reason, we consider a finite set of points $\Theta=[a, b]$ with $\Delta: a=$ $t_{0}<\cdots<t_{m}=b$, where $t_{i}=a+i h$. Let $S_{i}(t)$ be the interpolating non-polynomial FS (fractional Spline) function with interpolates $y$ at $t_{i}$ with new fractional continuity conditions, defined on $\left[t_{i}, t_{i+1}\right], i=0, \ldots, m-1$, as:

$$
\begin{equation*}
S_{i}(t)=a_{i} \sin \left(\tau\left(t-t_{i}\right)\right)+b_{i} \cos \left(\tau\left(t-t_{i}\right)\right)+c_{i}\left(t-t_{i}\right)+d_{i}\left(t-t_{i}\right)^{\frac{1}{2}}+e_{i} . \tag{2.1}
\end{equation*}
$$

Where $a_{i}, b_{i}, c_{i}, d_{i}$, and $e_{i}$ are real numbers and $\tau$ is the frequency of trigonometric functions. To derive the coefficients $a_{i}, b_{i}, c_{i}, d_{i}$ and $e_{i}$ we define boundary conditions:

$$
\begin{equation*}
S_{i}\left(t_{i}\right)=y_{i}, S_{i}\left(t_{i+1}\right)=y_{i+1}, S_{i}^{\prime}\left(t_{i}\right)=M_{i}, S_{i}^{\prime}\left(t_{i+1}\right)=M_{i+1}, \text { and } S_{i}^{\prime \prime}\left(t_{i}\right)=y_{i}^{\prime \prime}\left(t_{i}\right) . \tag{2.2}
\end{equation*}
$$

Then, using algebraic manipulation and a Python program, we get the following expression:

$$
\begin{align*}
& a_{i}=\frac{\left(\tau M_{i+1}-\tau M_{i}-\alpha_{1} y_{i}^{\prime \prime}\right)}{\tau^{2}\left(\alpha_{0}-1\right)}, b_{i}=\frac{-y_{i}^{\prime \prime}}{\tau^{2}}, c_{i}=\frac{\tau \alpha_{0} M_{i}-\tau M_{i+1}+\alpha_{1} y_{i}^{\prime \prime}}{\tau\left(\alpha_{0}-1\right)}, e_{i}=\frac{\left(\tau^{2} y_{i}+y_{i}^{\prime \prime}\right)}{\tau^{2}}, \text { and } \\
d_{i}= & \frac{\tau^{2}\left(\alpha_{0}-1\right) y_{i+1}-\tau^{2}\left(\alpha_{0}-1\right) y_{i}-\left(\tau^{2} h \alpha_{0}-\tau \alpha_{1}\right) M_{i}-\left(\tau \alpha_{1}-\tau^{2} h\right) M_{i+1}-\left(2 \alpha_{0}+\tau h \alpha_{1}-2\right) y_{i}^{\prime \prime}}{\tau^{2} \sqrt{h}\left(\alpha_{0}-1\right)} \tag{2.3}
\end{align*}
$$

Where $\alpha_{0}=\cos (\tau h)$, and $\alpha_{1}=\sin (\tau h)$.
We obtained the continuity conditions using fractional derivative from the Caputo fractional derivative:
$D^{(1 / 2)} S_{i}\left(t_{i}\right)=D^{(1 / 2)} S_{i-1}\left(t_{i}\right)$, then we get the following relations:

$$
\begin{equation*}
\mu_{1} M_{i-1}-\mu_{2} M_{i}+\mu_{3} M_{i+1}=\mu_{4}\left(y_{i-1}-2 y_{i}+y_{i+1}\right)-\mu_{5} y_{i-1}^{\prime \prime}+\mu_{6} y_{i}^{\prime \prime} \tag{2.4}
\end{equation*}
$$

Where
$\mu_{1}=\frac{2 \sqrt{\pi \tau h} \alpha_{2}+(\pi-4) \theta \alpha_{0}-\pi \alpha_{1}}{\sqrt{\tau \pi}}, \mu_{2}=\frac{2 \sqrt{h \pi \theta}\left(\sqrt{2} \alpha_{2}-1\right)-\sqrt{h}\left(2 \pi \alpha_{1}-\alpha \theta \alpha_{0}+(4-\pi) \theta\right)}{\sqrt{\pi \theta}}, \mu_{3}=\frac{\left(\sqrt{\pi \tau}\left(\theta-\alpha_{1}\right)+\sqrt{2 h} \tau\right)}{\tau}$,
$\mu_{4}=-\alpha_{4} \sqrt{\theta}\left(\alpha_{0}-1\right), \mu_{5}=\frac{2 \sqrt{\pi \theta}\left(\alpha_{1} \alpha_{2}+\alpha_{3}\left(\alpha_{0}-1\right)\right)+2 \pi\left(\alpha_{0}-1\right)+(\pi-4) \theta \alpha_{1}}{\sqrt{\pi \tau^{3}}}, \mu_{6}=\frac{\left(\sqrt{\pi}\left(\alpha_{1} \theta+2 \alpha_{0}-2\right)+\sqrt{2 \theta}\left(\alpha_{1}+\alpha_{0}-1\right)\right)}{\sqrt{\tau^{3}}}$
,
$\theta=h \tau, \alpha_{0}=\cos (h \tau), \alpha_{1}=\sin (h \tau), \alpha_{2}=\sin ((4 h \tau+\pi) / 4), \alpha_{3}=\cos ((4 h \tau h+\pi) / 4)$
and $\alpha_{4}=\sqrt{(\pi / h)}$.
The following local truncation error was observed by expanding Eq. (2.4) with Taylor series about $t_{i}$ :
$T_{i}=\beta_{1} y_{i}^{\prime}+\beta_{2} y_{i}^{\prime \prime}+\beta_{3} y_{i}^{\prime \prime \prime}+\beta_{4} y_{i}^{(4)}+\beta_{5} y_{i}^{(5)}+\beta_{6} y_{i}^{(6)}+O\left(h^{6}\right)$.
Where
$\beta_{1}=\left(-\mu_{1}-\mu_{2}-\mu_{3}\right), \beta_{2}=\left(\mu_{1} h-\mu_{3} h-\mu_{4} h^{2}+\mu_{5}+\mu_{6}\right), \beta_{3}=\left(-\mu_{1} \frac{h^{2}}{2!}-\mu_{3} \frac{h^{2}}{2!}-\mu_{5} h\right)$,
$\beta_{4}=\left(\mu_{1} \frac{h^{3}}{3!}-\mu_{3} \frac{h^{3}}{3!}-\mu_{4} \frac{h^{4}}{12}+\mu_{5} \frac{h^{2}}{2!}\right), \beta_{5}=\left(\mu_{1} \frac{h^{4}}{4!}-\mu_{3} \frac{h^{4}}{4!}-\mu_{4} \frac{2 h^{5}}{5!}-\mu_{5} \frac{h^{3}}{3!}\right)$,
and $\beta_{6}=\mu_{5} \frac{h^{4}}{4!}$. Two more equations are required to get the unique solution of the linear system (2.4). Using the Taylor series and the undetermined coefficients technique, which is shown below.

$$
\begin{align*}
\sum_{k=1}^{2} \gamma_{k} y_{k}^{\prime} & =\frac{1}{6 h} \sum_{k=0}^{4} \eta_{k} y_{k}+O\left(h^{5}\right)  \tag{2.5}\\
\sum_{k=2}^{3} \gamma_{k-1} y_{k}^{\prime} & =\frac{1}{12 h} \sum_{k=0}^{5} \sigma_{k} y_{k}+O\left(h^{5}\right)
\end{align*}
$$

The unknown coefficients in Eq. (2.5) are obtained as follows by using Taylor's expansion:
$\left(\gamma_{1}, \gamma_{2}\right)=\left(-\mu_{2}, \mu_{3}\right)$
$\left(\eta_{0}, \eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)=\left(-2 \mu_{2},-3 \mu_{2}-2 \mu_{3}, 6 \mu_{2}-3 \mu_{3}, 6 \mu_{3}-\mu_{2},-\mu_{3}\right)$
$\left(\sigma_{0}, \sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}, \sigma_{5}\right)=\left(\mu_{2}, \mu_{3}-8 \mu_{2},-8 \mu_{3}, 8 \mu_{2}, 8 \mu_{3}-\mu_{2},-\mu_{3}\right)$
Rewriting equation (2.4) we get the following in matrix form: $L M=L_{1} y+L_{2} \bar{y}$
And hence

$$
\begin{equation*}
M=L^{-1} L_{1} y+L^{-1} L_{2} L_{3} y \tag{2.6}
\end{equation*}
$$

Where $M=\left(y_{0}^{\prime}, y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right)^{T}, y=\left(y_{0}, y_{1}, \ldots, y_{n}\right)^{T}, \bar{y}=\left(y_{0}^{\prime \prime}, y_{1}^{\prime \prime}, \ldots, y_{n}^{\prime \prime}\right)^{T}$ and $L_{3} y=\bar{y}$.
Also $L_{1}$ is three-diagonal matrix, $L_{2}$ is two-diagonal matrix, $L_{3}$ is an integration diagonal
matrix, and

$$
L=\left[\begin{array}{ccccccccccc}
\mu_{1} & -\mu_{2} & \mu_{3} & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0  \tag{2.7}\\
0 & \mu_{1} & -\mu_{2} & \mu_{3} & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \mu_{1} & -\mu_{2} & \mu_{3} & \cdots & 0 & 0 & 0 & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \mu_{1} & -\mu_{2} & \mu_{3} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \mu_{1} & -\mu_{2} & \mu_{3} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \mu_{1} & -\mu_{2} & \mu_{3}
\end{array}\right],
$$

## 3 Method of Non polynomial Analysis

Using the spline polynomial technique, we investigate the second type of integral equation. For Eq. (1.1), a problem has been derived, which discusses the existence and uniqueness of the solution.
From Eq. (1.1) and Eqs. (2.1)-(2.3) we have:

$$
\begin{aligned}
& y\left(t_{i}\right) \approx f\left(t_{i}\right)+\sum_{j=0}^{m-1} \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) S_{j}(x) d x \\
& =f\left(t_{i}\right)+\sum_{j=0}^{m-1} \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right)\left[a_{j} \sin \left(\tau\left(x-x_{j}\right)\right)+b_{j} \cos \left(\tau\left(x-x_{j}\right)\right)+c_{j}\left(x-x_{j}\right)+d_{j}\left(x-x_{j}\right)^{1 / 2}+e_{j}\right] d x \\
& \quad=f\left(t_{i}\right)+\sum_{j=0}^{m-1} \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right)\left[\frac{\sqrt{\left(x-x_{j}\right)}}{h} y_{j+1}+\left(1-\frac{\sqrt{\left(x-x_{j}\right)}}{h}\right) y_{j}+\left(\frac{\alpha_{0}}{\left(\alpha_{0}-1\right)}\left(x-x_{j}\right)-\right.\right. \\
& \left.\quad \frac{\sin \left(\tau\left(x-x_{j}\right)\right)}{\tau\left(\alpha_{0}-1\right)}-\frac{\theta \alpha_{0}-\alpha_{1}}{\sqrt{\theta \tau}\left(\alpha_{0}-1\right)}\right) M_{j}+\left(\frac{\sin \left(\tau\left(x-x_{j}\right)\right.}{\tau\left(\alpha_{0}-1\right)}-\frac{\left(x-x_{j}\right)}{\left(\alpha_{0}-1\right)}-\frac{\left(\alpha_{1}-\theta\right)}{\sqrt{\tau \theta}\left(\alpha_{0}-1\right)} \sqrt{x-x_{j}}\right) M_{j+1} \\
& \left.\quad+\left(\frac{\alpha}{\theta\left(\alpha_{0}-1\right)}\left(x-x_{j}\right)-\frac{\alpha_{1} \sin \left(\tau\left(x-x_{j}\right)\right)}{\tau^{2}\left(\alpha_{0}-1\right)}-\frac{\cos \left(\tau\left(x-x_{j}\right)\right)}{\tau^{2}}-\frac{2 \alpha_{0}+\theta \alpha_{1}-2}{\tau^{2} \sqrt{h}\left(\alpha_{0}-1\right)} \sqrt{x-x_{j}}+\frac{1}{\tau^{2}}\right) y_{j}^{\prime \prime}\right] d x
\end{aligned}
$$

$$
\begin{aligned}
& =f\left(t_{i}\right)+\sum_{j=0}^{m-1}\left(\frac{y_{j+1}}{\sqrt{\mathrm{~h}}}-\frac{\alpha_{1}-\theta}{\sqrt{\tau \theta}\left(\alpha_{0}-1\right)} M_{j+1}\right) \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) \sqrt{x-x_{j}} d x+\sum_{j=0}^{m-1}\left(-y_{j}-\right. \\
& \left.\frac{\theta \alpha_{0}-\alpha_{1}}{\sqrt{\tau \theta}\left(\alpha_{0}-1\right)} M_{j}-\frac{\left(2 \alpha_{0}+\theta \alpha_{1}-2\right)}{\tau^{2} \sqrt{\mathrm{~h}}\left(\alpha_{0}-1\right)} y_{j}^{\prime \prime}\right) \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) \sqrt{x-x_{j}} d x+\sum_{j=0}^{m-1}\left(\frac{\alpha_{0}}{\alpha_{0}-1} M_{j}+\right. \\
& \left.\frac{\alpha_{1}}{\tau\left(\alpha_{0}-1\right)} y_{j}^{\prime \prime}\right) \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right)\left(x-x_{j}\right) d x-\sum_{j=0}^{m-1} \frac{M_{j+1}}{\left(\alpha_{0}-1\right)} \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right)\left(x-x_{j}\right) d x+\sum_{j=0}^{m-1} \frac{M_{j+1}}{\tau\left(\alpha_{0}-1\right)} \\
& \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) \sin \left(\tau\left(x-x_{j}\right)\right) d x+\sum_{j=0}^{m-1}\left(\frac{-M_{j}}{\tau\left(\alpha_{0}-1\right)}-\frac{\alpha_{1}}{\tau^{2}\left(\alpha_{0}-1\right)^{\prime \prime}} y_{j}^{\prime \prime}\right) \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) \\
& \sin \left(\tau\left(x-x_{j}\right)\right) d x+\sum_{j=0}^{m-1}\left(y_{j}+\frac{y_{j}^{\prime \prime}}{\tau^{2}}\right) \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) d x-\sum_{j=0}^{m-1} \frac{y_{j}^{\prime \prime}}{\tau^{2}} \int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) \cos \left(\tau\left(x-x_{j}\right)\right) d x .
\end{aligned}
$$

Let
$a(i, j)=\int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) \sqrt{x-x_{j}} d x=b(i, j+1), c(i, j)=\int_{x ;}^{x_{j+1}} k\left(t_{i}, x\right)\left(x-x_{j}\right) d x=d(i, j+1)$, $q(i, j)=\int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) \operatorname{Sin}\left(\tau\left(x-x_{j}\right)\right) d x=r(i, j+1), g(i, j)=\int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) d x$ and $p(i, j)=\int_{x_{j}}^{x_{j+1}} k\left(t_{i}, x\right) \cos \left(\tau\left(x-x_{j}\right)\right) d x$
Suppose that $A=a(i, j), B=b(i, j), C=c(i, j), D=d(i, j), Q=q(i, j), R=r(i, j), G=g(i, j)$ and $P=p(i, j)$.
Also $\hat{y}_{j}, \hat{M}_{j}, \hat{F}_{l}$ and $\hat{y_{j}}$ are approximations for $\mathrm{y}_{\mathrm{j}}, \mathrm{M}_{\mathrm{j}}, \mathrm{f}_{\mathrm{i}}$ and $\hat{y}_{i}$ respectively such satisfy in Eq. (2.4) for $\mathrm{i}=0,1, \ldots, \mathrm{~m}$ then we get:

$$
\begin{align*}
& \hat{\mathrm{y}}_{j}=\hat{F}_{i}+\frac{B}{\sqrt{h}} \hat{\mathrm{y}}_{j}-\frac{\alpha_{1}-\theta}{\sqrt{\tau \theta}\left(\alpha_{0}-1\right)} B \hat{M}_{j}-A \hat{\mathrm{y}}_{j}-\frac{\theta \alpha_{0}-\alpha_{1}}{\sqrt{\tau \theta}\left(\alpha_{0}-1\right)} A \hat{M}_{j}-\frac{\left(2 \alpha_{0}+\theta \alpha_{1}-2\right)}{\tau^{2} \sqrt{\mathrm{~h}}\left(\alpha_{0}-1\right)} A \hat{\bar{y}}_{j}+ \\
& \frac{\alpha_{0}}{\alpha_{0}-1} C \hat{M}_{j}+\frac{\alpha_{1}}{\tau\left(\alpha_{0}-1\right)} C \hat{\bar{y}}_{j}-\frac{1}{\alpha_{0}-1} D \hat{M}_{j}+\frac{1}{\tau\left(\alpha_{0}-1\right)} R \hat{M}_{j}-\frac{1}{\tau\left(\alpha_{0}-1\right)} Q \hat{M}_{j}-\frac{\alpha_{1}}{\tau^{2}\left(\alpha_{0}-1\right)} Q \\
& \hat{\bar{y}}_{j}+G \hat{y}_{j}+\frac{G}{\tau^{2}} \hat{\bar{y}}_{j}-\frac{P}{\tau^{2}} \hat{\bar{y}}_{j} \tag{3.1}
\end{align*}
$$

Then we get:

$$
\begin{aligned}
& \hat{\mathrm{y}}_{j}=\hat{F}_{i}+\frac{1}{\sqrt{h}}(B-\sqrt{h} A+G) \hat{\mathrm{y}}_{j}+\frac{1}{\left(\alpha_{0}-1\right)}\left(\frac{\alpha_{1}-\theta}{\sqrt{\tau \theta}} B-\frac{\theta \alpha_{0}-\alpha_{1}}{\sqrt{\tau \theta}} A+\alpha_{0} C-D+\frac{R}{\tau}-\frac{Q}{\tau}\right) \hat{M}_{j} \\
& +\frac{1}{\tau}\left(\frac{2 \alpha_{0}+\theta \alpha_{1}-2}{\tau \sqrt{\mathrm{~h}}\left(\alpha_{0}-1\right)} \mathrm{A}+\frac{\alpha_{1}}{\left(\alpha_{0}-1\right)} C-\frac{\alpha_{1}}{\tau\left(\alpha_{0}-1\right)} Q+\frac{G}{\tau}-\frac{P}{\tau}\right) \hat{\hat{y}}_{j}
\end{aligned}
$$

Let

$$
\begin{aligned}
& A_{1}=\frac{1}{\sqrt{h}}(B-\sqrt{h} A+G), A_{2}=\frac{1}{\left(\alpha_{0}-1\right)}\left(\frac{\alpha_{1}-\theta}{\sqrt{\tau \theta}} B-\frac{\theta \alpha_{0}-\alpha_{1}}{\sqrt{\tau \theta}} A+\alpha_{0} C-D+\frac{R}{\tau}-\frac{Q}{\tau}\right) \\
& A_{3}=\frac{1}{\tau}\left(\frac{2 \alpha_{0}+\theta \alpha_{1}-2}{\tau \sqrt{\mathrm{~h}}\left(\alpha_{0}-1\right)} \mathrm{A}+\frac{\alpha_{1}}{\left(\alpha_{0}-1\right)} C-\frac{\alpha_{1}}{\tau\left(\alpha_{0}-1\right)} Q+\frac{G}{\tau}-\frac{P}{\tau}\right)
\end{aligned}
$$

Then

$$
\begin{equation*}
\hat{\mathrm{y}}_{j}=\hat{F}_{i}+A_{1} \hat{\mathrm{y}}_{j}+A_{2} \widehat{M}_{j}+A_{3} \hat{\bar{y}}_{j} \tag{3.2}
\end{equation*}
$$

Substituting Eq. (2.6) in Eq. (3.2) we get:

$$
\begin{equation*}
\left[I-A_{1}-L^{-1} L_{1} A_{2}+L^{-1} L_{2} L_{3} A_{2}+A_{3} L_{3}\right] \hat{y}=\hat{F}+T \tag{3.3}
\end{equation*}
$$

The vector of local truncation error is $T=\left[t_{0}, t_{1}, \ldots, t_{m}\right]$, displayed as the ( $\mathrm{m}+1$ ) dimensional column vector of the exact solution. $\hat{y}=\left[y_{0}, y_{1}, \cdots, y_{m}\right]^{T}$.
According to Eqs. (3.2) and (3.3) we get:

$$
\begin{equation*}
\left[I-A_{1}-L^{-1} L_{1} A_{2}+L^{-1} L_{2} L_{3} A_{2}+A_{3} L_{3}\right] E=T \tag{3.4}
\end{equation*}
$$

By solving Eq. (3.1), an approximation of Eq. (1.1) will be obtained.
The function $y_{i}$ can now be approximated by using the non-polynomial fractional spline $\hat{S}_{i}$, where

$$
\begin{align*}
& \hat{S}_{i}(t)=\frac{\left(\tau^{\frac{5}{2}} \sqrt{\theta}\left(\alpha_{0}-1\right) \hat{y}_{i}+\tau^{\frac{5}{2}} \sqrt{\theta}\left(\alpha_{0}-1\right) \hat{y}_{i+1}+\tau^{2} \sqrt{h}\left(\alpha_{0} \theta-\alpha_{1}\right) \hat{\mathrm{M}}_{i}+\tau^{2} \sqrt{h}\left(\theta-\alpha_{1}\right) \hat{\mathbb{M}}_{i+1}+\sqrt{\tau \theta}\left(2 \alpha_{0}-\theta \alpha_{1}-2\right) \hat{y}_{i}\right.}{\tau^{2} \theta^{\frac{3}{2}}\left(\alpha_{0}-1\right)} \sqrt{t-t_{i}}+\frac{\left(\tau \alpha_{0} \hat{\mathrm{M}}_{i}-\tau \hat{\mathrm{M}}_{i+1}+\alpha_{1} \hat{y}_{i}\right)}{\tau \alpha_{0}-\tau}\left(t-t_{i}\right)+ \\
& \left(\frac{\hat{\mathbf{M}}_{i+1}-\tau \hat{\mathrm{M}}_{i}-\alpha_{1} \hat{\bar{y}}_{i}}{\tau^{2} \alpha_{0}-\tau^{2}}\right)\left(\sin \left(\tau\left(t-t_{i}\right)\right)\right)-\left(\frac{\hat{\bar{y}}_{i}}{\tau^{2}}\right)\left(\cos \left(\tau\left(t-t_{i}\right)\right)+\left(\frac{\tau^{2} \hat{y}_{i}+\sqrt{h \hat{y}_{i}}}{\tau^{2} \sqrt{h}}\right)+O\left(h^{5}\right) .\right. \tag{3.5}
\end{align*}
$$

In-consequence $\forall i=1(1) m-1, t \in\left(t_{i}, t_{i+1}\right)$, then we get:

$$
\begin{equation*}
\left|S_{i}(t)-\hat{S}_{i}(t)\right| \equiv \varphi h^{5} \tag{3.6}
\end{equation*}
$$

## 4 Convergence of the method

This section includes some important theorems and lemmas, as well as the study of nonpolynomial fractional spline convergence.

Lemma 4.1. [10] Let $L$ be a square Matrix with $\|L\|_{\infty}<1$, then the matrix $(I-L)$ is invertible. Furthermore, $\left\|(I-L)^{-1}\right\|_{\infty} \leq \frac{1}{1-\|L\|_{\infty}}$,
Where $I$ is the identity matrix and $\|L\|_{\infty}$ is the infinity norm of the matrix, $L=\left(l_{i j}\right)$ that is described as following:

$$
\|\mathrm{L}\|_{\infty}=\max _{1 \leq i \leq n}\left(\sum_{j=0}^{n}\left|\mathrm{l}_{\mathrm{ij}}\right|\right) .
$$

Lemma 4.2. Let $S(t)$ satisfy in (2.1)-(2.4) and be the unique non-polynomial fractional spline, for a given function $y \in C^{5}[a, b]$. Then: $\left\|S^{\alpha}-y^{\alpha}\right\| \leq O\left(h^{3}\right)$, where $\alpha \in R$.
proof. We investigate the continuity of sufficiently high-order derivatives of $y$ by applying (2.1)-(2.4), and we obtain

$$
\begin{align*}
& S_{i}^{\left(\frac{1}{2}\right)}\left(t_{i}\right)=-\gamma_{0} y_{i}+\gamma_{1} y_{i}^{\left(\frac{1}{2}\right)}+\gamma_{2} y_{i}^{\prime}+\gamma_{3} y_{i}^{\left(\frac{3}{2}\right)}+\gamma_{4} y_{i}^{\prime \prime}+\gamma_{5} y_{i}^{\left(\frac{5}{2}\right)}+\gamma_{6} y_{i}^{(3)}+\gamma_{7} y_{i}^{\left(\frac{7}{2}\right)}+\gamma_{8} y_{i}^{(4)}\left(\alpha_{1}\right) \\
& S_{i}^{\left(\frac{3}{2}\right)}\left(t_{i}\right)=\gamma_{9} \mathrm{y}_{\mathrm{i}}^{\left(\frac{3}{2}\right)}+\gamma_{10} \mathrm{y}_{\mathrm{i}}^{\prime \prime}+\gamma_{11} \mathrm{y}_{\mathrm{i}}^{\left(\frac{5}{2}\right)}+\gamma_{12} \mathrm{y}_{\mathrm{i}}^{(3)}+\gamma_{13} \mathrm{y}_{\mathrm{i}}^{\left(\frac{7}{2}\right)^{(4)}}+\gamma_{14} \mathrm{y}_{\mathrm{i}}^{(4)}\left(\alpha_{1}\right), \\
& S_{i}^{\left(\frac{5}{2}\right)}\left(t_{i}\right)=-\gamma_{15 \mathrm{y}_{\mathrm{i}}^{\left(\frac{3}{2}\right)}}+\gamma_{16} \mathrm{y}_{\mathrm{i}}^{\prime \prime}+\gamma_{17} \mathrm{y}_{\mathrm{i}}^{\left(\frac{5}{2}\right)}+\gamma_{18} \mathrm{y}_{\mathrm{i}}^{(3)}+\gamma_{19} \mathrm{y}_{\mathrm{i}}^{\left(\frac{7}{2}\right)}+\gamma_{20} \mathrm{y}_{\mathrm{i}}^{(4)}\left(\alpha_{1}\right) \tag{4.1}
\end{align*}
$$

Where, $\gamma_{0}=\frac{\sqrt{\pi}(\sin (\tau \mathrm{h})-\tau \mathrm{h})}{2 \tau \sqrt{\mathrm{~h}}(\cos (\tau \mathrm{~h})-1)}, \gamma_{1}=\frac{(\sqrt{\varepsilon \mathrm{h}}-1)(\tau \sqrt{\mathrm{h}(\cos (\tau \mathrm{h})-1)})-\sqrt{\varepsilon \mathrm{h}}(\sin (\tau \mathrm{h})-\tau \mathrm{h})}{\tau \sqrt{\mathrm{h}}(\cos (\tau \mathrm{h})-1)}$,
$\gamma_{2}=\frac{\sqrt{\pi} \varepsilon h^{\frac{3}{2}} \tau(\cos (\tau h)-1)+\sqrt{\pi} \sin (\tau h)-\sqrt{h} \varepsilon(\sin (\tau h)-\tau h)-\sqrt{\pi} \tau h \cos (\tau h)}{2 \tau \sqrt{h}(\cos (\tau h)-1)}$,

$$
\begin{align*}
& \gamma_{3}=\frac{3 \cdot \sqrt{2} \sqrt{\varepsilon} \sqrt{\tau}+2 \sqrt{\pi} \tau \varepsilon^{\frac{3}{2}} h^{2}(\cos (\tau h)-1)-2 \sqrt{\pi} \tau \varepsilon^{2} h^{2}(\sin (\tau h)-\tau h)}{3 \tau \sqrt{\pi h}(\cos (\tau h)-1)}, \\
& \gamma_{4}=\frac{\varepsilon(2 h)^{\frac{3}{2}}+4 \sqrt{\pi} \varepsilon^{2} h^{\frac{3}{2}} \tau(\cos (\tau h)-1)-\sqrt{\pi}(\varepsilon h)^{2}(\sin (\tau h)-\tau h)+4 \sqrt{\pi}(\cos (\tau h)-1)}{4 \tau \sqrt{h}(\cos (\tau h)-1)}, \\
& \gamma_{5}=\frac{5 \sqrt{\tau}(2 \varepsilon)^{\frac{3}{2}} h^{2}+4 \sqrt{\pi}{ }^{\frac{5}{2}} h^{3} \tau-2 \sqrt{\pi}(\varepsilon h)^{\frac{3}{2}}(\sin (\tau h)-\tau h)}{15 \tau \sqrt{\pi h}(\cos (\tau h)-1)}, \gamma_{6}=\frac{6 \sqrt{\tau}(h)^{\frac{3}{2}} \varepsilon^{2}+\tau(2)^{\frac{3}{2}} \varepsilon^{3} h^{\frac{5}{2}}(\cos (\tau \mathrm{~h})-1)-\sqrt{2 \pi}(\sin (\tau \mathrm{~h})-\tau \mathrm{h})}{12 \tau \sqrt{2 \mathrm{~h}}(\cos (\tau \mathrm{~h})-1)}, \\
& \gamma_{7}=\frac{(2 \mathrm{~h} \varepsilon)^{\frac{5}{2}}}{15 \sqrt{\pi \tau}(\cos (\tau \mathrm{~h})-1)}, \gamma_{8}=\frac{(\varepsilon \mathrm{h})^{3}}{6 \tau \sqrt{2 \tau}(\cos (\tau \mathrm{~h})-1)^{\prime}}, \gamma_{9}=\frac{\sqrt{2 \tau \varepsilon \mathrm{~h}}}{\sqrt{\pi}(\cos (\tau \mathrm{~h})-1)}, \gamma_{10}=\frac{\tau \varepsilon \mathrm{h}-\sin (\tau \mathrm{h})+\sqrt{\tau}(\cos (\tau \mathrm{h})-1)}{\sqrt{\tau}(\cos (\tau \mathrm{h})-1)}, \\
& \gamma_{11}=\frac{4 \sqrt{\tau}(\varepsilon \mathrm{~h})^{\frac{3}{2}}}{3 \sqrt{\pi}(\cos (\tau \mathrm{~h})-1)}, \gamma_{12}=\frac{\sqrt{\tau}(\varepsilon \mathrm{h})^{2}}{2(\cos (\tau \mathrm{~h})-1)^{\prime}}, \gamma_{13}=\frac{8 \sqrt{\tau}(\varepsilon \mathrm{~h})^{\frac{5}{2}}}{15 \sqrt{\pi}(\cos (\tau \mathrm{~h})-1)}, \gamma_{14}=\frac{\sqrt{\tau}(\varepsilon \mathrm{h})^{3}}{6(\cos (\tau \mathrm{~h})-1)}, \\
& \gamma_{15}=\frac{\tau \sqrt{2 \varepsilon \tau h}}{\sqrt{\pi}}, \gamma_{16}=\frac{\varepsilon \mathrm{h} \tau^{2} \sqrt{2}+\sqrt{2 \tau} \sin (\tau \mathrm{~h})-1}{\sqrt{2 \tau}}, \gamma_{17}=\frac{4(\varepsilon \tau \mathrm{~h})^{\frac{3}{2}}}{3 \sqrt{\pi}}, \gamma_{18}=\frac{4(\varepsilon \mathrm{~h})^{2}(\tau)^{\frac{3}{2}}}{2}, \gamma_{19}=\frac{8(\varepsilon \mathrm{~h})^{\frac{5}{2}}(\tau)^{\frac{3}{2}}}{15 \sqrt{\pi}} \\
& \text { and } \gamma_{20}=\frac{(\mathrm{sh})^{3}(\tau)^{\frac{3}{2}}}{6} \text {. } \\
& \text { Now, let } e(t)=S(t)-y(t) \text {, then for } 0 \leq t \leq 1 \text {, } \\
& \mathrm{e}\left(\mathrm{t}_{\mathrm{i}}+\varepsilon \mathrm{h}\right)=e\left(t_{i}\right)+\frac{2}{\sqrt{\pi}} \varepsilon^{\frac{1}{2}} h^{\frac{1}{2}} y_{i}^{\left(\frac{1}{2}\right)}+\varepsilon h y_{i}^{(1)}+\frac{4}{3 \sqrt{\pi}} \varepsilon^{\frac{3}{2}} h^{\frac{3}{2}} y_{i}^{\left(\frac{3}{2}\right)}+\frac{1}{2!} \varepsilon^{2} h^{2} y_{i}^{(2)}+\frac{8}{15 \sqrt{\pi}} \varepsilon^{\frac{5}{2}} h^{\frac{5}{2}} y_{i}^{\left(\frac{5}{2}\right)}+ \\
& \frac{1}{3!} \varepsilon^{3} h^{3} y_{i}^{(3)}+\frac{16}{105 \sqrt{\pi}} \varepsilon^{\frac{7}{2}} h^{\frac{7}{2}} y_{i}^{\left(\frac{7}{2}\right)}\left(\alpha_{j}\right) . \tag{4.2}
\end{align*}
$$

For $0 \leq \varepsilon \leq 1$ Putting Eq. (4.1) in Eq. (4.2), we get: $\left\|e\left(x_{i}+\varepsilon h\right)\right\| \leq \frac{\sqrt{\tau}(\varepsilon h)^{3}}{6} y_{i}^{(4)}\left(\alpha_{1}\right)$.

Lemma 4.3. The matrix $\left[I-A_{1}-L^{-1} L_{1} A_{2}+L^{-1} L_{2} L_{3} A_{2}+A_{3} L_{3}\right]$ is invertible, if $\varphi\|k\|_{\infty}(b-a)\left(\frac{2}{3}-\frac{2 \sqrt{h}}{3}+\sigma_{1} \sigma_{2} \sigma_{3} \tau^{\frac{3}{2}} \frac{h}{2}-\tau \sigma_{3} \sigma_{4}\right)<1$.
Proof:
Clearly, for $j=0,1, \ldots, n$, then:

$$
\begin{align*}
\|A\|_{\infty} & =\|B\|_{\infty} \leq\|k\|_{\infty}(b-a) \frac{2 h^{\frac{1}{2}}}{3} \\
\|C\|_{\infty} & =\|D\|_{\infty} \leq\|k\|_{\infty}(b-a) \frac{h}{2} \\
\|Q\|_{\infty} & =\|R\|_{\infty} \leq\|k\|_{\infty}(b-a)|\sin (\tau h)| \\
\|G\|_{\infty} & \leq\|k\|_{\infty}(b-a) \\
\|P\|_{\infty} & \leq\|k\|_{\infty}(b-a) \frac{1}{\tau}|\cos (\tau h)| \\
\left\|L_{1}\right\|_{\infty} & \leq \sigma_{1} \frac{|\cos (\tau h)|}{\sqrt{\tau \pi}}  \tag{4.3}\\
\left\|L_{2}\right\|_{\infty} & \leq \sigma_{2} \tau^{\frac{3}{2}} \\
\left\|A_{1}\right\|_{\infty} & \leq\|k\|_{\infty}(b-a) \frac{2(1-\sqrt{h})}{3} \\
\left\|A_{2}\right\|_{\infty} & \leq\|k\|_{\infty}(b-a) \frac{h}{2} \\
\left\|A_{3}\right\|_{\infty} & \leq\|k\|_{\infty}(b-a) \tau \sigma_{4}
\end{align*}
$$

Where

$$
\sigma_{4}=\frac{2(2 \cos (\tau h)-2+\tau \sin (\tau h))}{3 \tau^{2}(\cos (\tau h)-1)}+\frac{h \sin (\tau h)}{2(\cos (\tau h)-1)}+\frac{\sin (\tau h)^{2}}{\tau(\cos (\tau h)-1)}+\frac{\cos (\tau h-1)}{\tau^{3}}
$$

From Eq. (3.4) of matrix representation we get:

$$
\left(\left\|A_{1}\right\|+\left\|L^{-1}\right\|\left\|L_{2}\right\|\left\|L_{3}\right\|\left\|A_{2}\right\|-\left\|A_{3}\right\|\left\|L_{3}\right\|\right)<1
$$

Then we use lemma (4.1), the matrix $\left[\mathrm{I}-\mathrm{A}_{1}-\mathrm{L}^{-1} \mathrm{~L}_{1} \mathrm{~A}_{2}+\mathrm{L}^{-1} \mathrm{~L}_{2} \mathrm{~L}_{3} \mathrm{~A}_{2}+\mathrm{A}_{3} \mathrm{~L}_{3}\right]$, is invertible, if $\left\|A_{1}+L^{-1} L_{1} A_{2}-L^{-1} L_{2} L_{3} A_{2}-A_{3} L_{3}\right\|_{\infty}<1$, we get:

$$
\varphi\|k\|_{\infty}(b-a)\left(\frac{2}{3}-\frac{2 \sqrt{h}}{3}+\sigma_{1} \sigma_{2} \sigma_{3} \tau^{\frac{3}{2}} \frac{h}{2}-\tau \sigma_{3} \sigma_{4}\right)<1 .
$$

Theorem 4.4. [10]. Let $y(t) \in C^{5}(I), k(t, x) \in C^{5}(I \times I)$ such that

$$
\varphi\|k\|_{\infty}(b-a)\left(\frac{2}{3}-\frac{2 \sqrt{h}}{3}+\sigma_{1} \sigma_{2} \sigma_{3} \tau^{\frac{3}{2}} \frac{h}{2}-\tau \sigma_{3} \sigma_{4}\right)<1 .
$$

As a result, consider single numerical solutions and the error obtained. $E=y-\hat{S}$ satisfies $\|E\| \equiv O\left(h^{3}\right), \quad \forall \Omega \subset I$ Where $\tau, \theta, h, \sigma_{1}, \cdots, \sigma_{4}$, and $\sigma_{5}$ are constants, and $I:=[a, b]$.
Proof:
We use Eq. (3.4) and lemma (4.1) we get

$$
\begin{equation*}
\|E\| \leq \frac{\|T\|}{1-\left(\left\|A_{1}\right\|+\left\|L^{-1}\right\|\left\|L_{2}\right\|\left\|L_{3}\right\|\left\|A_{2}\right\|-\left\|A_{3}\right\|\left\|L_{3}\right\|\right)} \tag{4.4}
\end{equation*}
$$

By substituting $\|T\| \leq \omega h^{3}$ and $E q$. (4.3) in Eq. (4.4) we get: $\|E\| \equiv O\left(h^{3}\right)$,
Therefore, we have

$$
\begin{equation*}
\|y-\hat{S}\|_{\infty} \leq \varphi_{1} h^{3}, \tag{4.5}
\end{equation*}
$$

And applying Eq. (3.6) and Eq. (4.5), $\|y-\hat{S}\|_{\infty} \leq\|y-S\|_{\infty}+\|S-\hat{S}\|_{\infty} \leq \varphi_{1} h^{3}+\varphi \mathrm{h}^{5} \equiv \mathrm{O}\left(\mathrm{h}^{3}\right)$ Thus, it is as follows: $\|E\| \rightarrow 0$ as $h \rightarrow 0$, then we explained the convergence of the third order proposed method.
See [10].

## 5 Results and Discussion

The proposed technique is applied to some FIE (Fredholm-integral equations) test problems in this section, with a comparison of the presented method and the exact solution to illustrate the suggested technique's correctness and effectiveness, as well as to compare it with some other existing methods for solving three integral equations test problems. We calculate the results for $\mathrm{x}=0,0.2,0.4,0.6,0.8,1$, and $\mathrm{n}=10,40$. Python software handles all of the calculations. The absolute error $\|E\|$ in theorem 4.4 is applied to compute the efficiency of the proposed technique.

Example 5.1. [5] Consider the FIE:

$$
g(x)=f(x)+\int_{0}^{1} k(x, t) g(t) d t, x \in[0,1] .
$$

Where $k(x, t)=\frac{1}{12} \frac{t x-1}{1+x^{2}}$, and $f(x)$ is chosen so that the exact solution of this equation $g(x)=$ $\sin (x)+1$. Presented the exact and approximation solutions in Table 5.1. and Figure 5.1. and the absolute errors of the proposed method and NSI method in [5] in Table 5.2.

| x | Exact solutions | Proposed method |
| :---: | :---: | :---: |
| 0 | 1.0 | 0.9998809889969068 |
| 0.2 | 1.0998334166468282 | 1.0997366950959002 |
| 0.4 | 1.1986693307950613 | 1.198566011640177 |
| 0.6 | 1.2955202066613396 | 1.295421184579774 |
| 0.8 | 1.3894183423086506 | 1.3893240990734304 |
| 1 | 1.479425538604203 | 1.4793383323910736 |

Table 5.1: Difference between exact and approximation solutions with $\mathrm{h}=0.1$, and $\tau=10^{6}$.

| x | Best in [5] of NSI with $\mathrm{n}=20$ | Presented method with $\mathrm{n}=10$ |
| :---: | :---: | :---: |
| 0 | $0.46 \times 10^{-3}$ | $1.19 \times 10^{-4}$ |
| 0.2 | $0.61 \times 10^{-3}$ | $9.67 \times 10^{-5}$ |
| 0.4 | $0.68 \times 10^{-3}$ | $1.03 \times 10^{-4}$ |
| 0.6 | $0.66 \times 10^{-3}$ | $9.90 \times 10^{-5}$ |
| 0.8 | $0.60 \times 10^{-3}$ | $9.42 \times 10^{-5}$ |
| 1 | $0.51 \times 10^{-3}$ | $8.72 \times 10^{-5}$ |

Table 5.2: Absolute errors E(n) for different points.


Figure 5.1: Comparison between the exact solution and approximate solution using the proposed method.

Example 5.2. [21] Consider the FIE:

$$
g(x)=f(x)+\int_{0}^{1} k(x, t) g(t) d t, x \in[0,1] .
$$

Where $k(x, t)=\frac{t^{4}}{24} x, f(x)=e^{x}-\frac{x^{4}}{24}$ and $g(x)=e^{x}$, is the exact solution. Presented the absolute errors of solutions in Table 5.3. and Figure 5.2.

| $n=10$ and $\tau=10^{5}$ |  |  | $n=40$ and $\tau=10^{6}$ |  |  | $n=10^{6}$ and $\tau=10^{10}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- | :--- |
| $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ | $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ | $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ |
| 1.0 | 1.0 | 0.0 | 1.0 | 1.0 | 0.0 | 1.0 | 1.0 | 0.0 |
| 1.10517 | 1.10525 | $8.5 \times 10^{-5}$ | 1.025315 | 1.025312 | $2.1 \times 10^{-6}$ | 1.000001 | 1.000001 | 0.0 |
| 1.22140 | 1.22050 | $8.9 \times 10^{-4}$ | 1.051271 | 1.051262 | $8.2 \times 10^{-6}$ | 1.000002 | 1.000002 | 0.0 |
| 1.34985 | 1.34929 | $5.6 \times 10^{-4}$ | 1.077884 | 1.077849 | $3.4 \times 10^{-5}$ | 1.000003 | 1.000003 | 0.0 |
| 1.49182 | 1.48824 | $3.5 \times 10^{-3}$ | 1.105170 | 1.105097 | $7.3 \times 10^{-5}$ | 1.000004 | 1.000004 | 0.0 |
| 1.64872 | 1.64836 | $3.5 \times 10^{-4}$ | 1.133148 | 1.133007 | $1.4 \times 10^{-4}$ | 1.000005 | 1.000005 | 0.0 |

Table 5.3: Absolute error $\mathrm{E}(\mathrm{n})$ for different points.


Figure 5.2: Comparison between the exact solution and approximate solution using the proposed method.

Example 5.3. [21] consider the FIE:

$$
g(x)=f(x)+\int_{-1}^{1} k(x, t) g(t) d t, x \in[0,1],
$$

where, $k(x, t)=\frac{x^{4}}{24}, f(x)=e^{-x}-\frac{x^{2}}{2}+\frac{x^{3} e^{-1}}{6}$ and $g(x)=e^{-x}-\frac{x^{2}}{2}$ is the exact solution.
Presented the absolute errors of solutions in Table 5.4 and Figure 5.3.

Example 5.4. [21] consider the IDE:

$$
g(x)=f(x)+\int_{0}^{1} k(x, t) g(t) d t, x \in[0,1] .
$$

where, $k(x, t)=\left(\frac{x^{4}}{24}-\frac{t x^{3}}{6}\right), f(x)=x e^{x}+1-\frac{x^{4}}{24}+\frac{x^{3}(e-2)}{6}$ and $g(x)=x e^{x}+1$ is the exact solution.
Presented the absolute errors of solutions in Table 5.5 and Figure 5.4.

| $n=10$ and $\tau=0.1$ |  |  | $n=40$ and $\tau=0.1$ |  |  | $n=10^{6}$ and $\tau=0.1$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- | :--- |
| $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ | $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ | $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ |
| 1.0 | 1.0 | 0.0 | 1.0 | 1.0 | 0.0 | 1.0 | 1.0 | 0.0 |
| 0.89983 | 0.89989 | $6.04 \times 10^{-5}$ | 0.974997 | 0.974998 | $9.57 \times 10^{-7}$ | 0.99 | 0.99 | 0.0 |
| 0.79873 | 0.79919 | $4.6 \times 10^{-4}$ | 0.949979 | 0.949987 | $7.64 \times 10^{-6}$ | 0.99 | 0.99 | 0.0 |
| 0.69581 | 0.69730 | $1.48 \times 10^{-3}$ | 0.924930 | 0.924956 | $2.56 \times 10^{-5}$ | 0.99 | 0.99 | 0.0 |
| 0.59032 | 0.59351 | $3.19 \times 10^{-3}$ | 0.899837 | 0.899897 | $6.04 \times 10^{-5}$ | 0.99 | 0.99 | $4.5 \times 10^{-25}$ |
| 0.48153 | 0.48714 | $5.61 \times 10^{-3}$ | 0.874684 | 0.874801 | $1.17 \times 10^{-4}$ | 0.99 | 0.99 | $7.2 \times 10^{-25}$ |

Table 5.4: Absolute error E(n) for different points.


Figure 5.3: Comparison between the exact solution and approximate solution using the proposed method.

## 6 Conclusion

This paper presents a new general form of non-polynomial fractional spline function to approximate the Fredholm-integral equation of the second kind, and the proposed approach is innovative. The current scheme was developed by running four different examples through the Python program. The results were compared to the exact solution and show that the proposed technique is better than the method in [5]. The physical behavior of approximation and exact solutions can be evaluated in 2D for various points, and it is clear that adding step sizes ensures no error.

## Acknowledgements

The author thanks the reviewers and the editor for their helpful comments and careful corrections.

| $n=10$ and $\tau=10^{4}$ |  |  | $n=40$ and $\tau=10^{4}$ |  |  | $n=10^{6}$ and $\tau=10^{9}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ | $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ | $g\left(x_{i}\right)$ | $S\left(x_{i}\right)$ | $\left\|E\left(x_{i}\right)\right\|$ |
| 1.0 | 1.0 | 0.0 | 1.0 | 1.0 | 0.0 | 1.0 | 1.0 | 0.0 |
| 1.11051 | 1.11074 | $2.2 \times 10^{-4}$ | 1.025632 | 1.025637 | $4.9 \times 10^{-6}$ | 1.000001 | 1.000001 | 0.0 |
| 1.24428 | 1.24422 | $5.9 \times 10^{-5}$ | 1.052563 | 1.052553 | $9.9 \times 10^{-6}$ | 1.000002 | 1.000002 | 0.0 |
| 1.40495 | 1.40532 | $3.6 \times 10^{-4}$ | 1.080841 | 1.080870 | $2.8 \times 10^{-5}$ | 1.000003 | 1.000003 | 0.0 |
| 1.59672 | 1.59583 | $8.9 \times 10^{-4}$ | 1.110517 | 1.110525 | $8.8 \times 10^{-6}$ | 1.000004 | 1.000004 | 0.0 |
| 1.82436 | 1.82086 | $3.4 \times 10^{-3}$ | 1.141643 | 1.141698 | $5.4 \times 10^{-5}$ | 1.000005 | 1.000005 | 0.0 |

Table 5.5: Absolute error $\mathrm{E}(\mathrm{n})$ for different points.


Figure 5.4: Comparison between the exact solution and approximate solution using the proposed method.
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#### Abstract

In this paper, a numerical method based on a finite difference scheme is proposed for solving the time-fractional diffusion equation (TFDE). The TFDE is obtained from the standard diffusion equation by replacing the first-order time derivative with Caputo fractional derivative. At first, we introduce a time discrete scheme. Then, we prove the proposed method is unconditionally stable and the approximate solution converges to the exact solution with order $O\left(\Delta t^{2-\alpha}\right)$, where $\Delta t$ is the time step size and $\alpha$ is the order of Caputo derivative. Finally, some examples are presented to verify the order of convergence and show the application of the present method.
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## 1 Introduction

In recent years, the use of fractional ordinary differential equations (FODEs) and fractional partial differential equations (FPDEs) in finance problems [10,21, 22], hydrology problems [1,3-5,26], physics problems [2,6-8,12,18-20,23,24,29], and mathematical models have become increasingly popular. The numerical and the analytical solutions of the time-fractional partial differential equations are studied using Fourier-Laplace transforms or Green's functions (see e.g. $[9,16,25,27,28]$ ). However, published papers on the numerical solution of the timefractional diffusion equation (TFDE) are limited. The authors of [11] have proposed finite element methods for time-fractional partial differential equations; the authors of [17] have used a meshless method for the(TFDE); Liu et al. [15] used an explicit finite-difference scheme for TFDE (this method is a lowe-order method); Lin and Xu et al. [14] have proposed finite difference/spectral methods for TFDE, they used Legendre spectral methods in space and a finite difference scheme in time and show that the methods for $\alpha$ order TFDE have convergence rate $O\left(\Delta t^{2-\alpha}+N^{-m} /(\Delta t)^{\alpha}\right)$, where $\Delta t, N$ and $m$ are the time step size, polynomial degree and the regularity of the exact solution respectively. The convergence rate in their paper is not optimal.

[^1]In this paper, we propose a numerical scheme based on the finite difference method for solving time-fractional diffusion equation and prove an optimal convergence rate. We consider the time-fractional diffusion equation of the form:

$$
\begin{equation*}
\frac{\partial^{\alpha} u(x, t)}{\partial t^{\alpha}}-\frac{\partial^{2} u(x, t)}{\partial x^{2}}=f(x, t), \quad(x, t) \in[0,1] \times[0, T] \tag{1.1}
\end{equation*}
$$

subject to the boundary and initial conditions:

$$
\begin{gather*}
u(0, t)=u(1, t)=0, \quad t \in(0, T]  \tag{1.2}\\
u(x, 0)=u_{0}(x), \quad x \in[0,1] \tag{1.3}
\end{gather*}
$$

where $0<\alpha<1, u_{0}$ and $f$ are given smooth functions, the time-fractional derivative $\frac{\partial^{\alpha} u(x, t)}{\partial t^{\alpha}}$ is the Caputo derivative defined by

$$
\begin{equation*}
\frac{\partial^{\alpha} u(x, t)}{\partial t^{\alpha}}=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{\partial u(x, s)}{\partial s} \frac{d s}{(t-s)^{\alpha}} \tag{1.4}
\end{equation*}
$$

## 2 The numerical method for the TFDE

In this section, we will estimate the time-fractional derivative $\frac{\partial^{\alpha} u}{\partial t^{\alpha}}$ at $t_{m+1}$ by forward finite difference approximation to discretize the time-fractional derivative. Let $t_{m}:=m \Delta t, m=$ $0,1, \ldots, M$, where $\Delta t:=T / M$ is the time step and $M$ is a positive integer.

$$
\begin{align*}
\frac{\partial^{\alpha}\left(x, t_{m+1}\right)}{\partial t^{\alpha}} & =\frac{1}{\Gamma(1-\alpha)} \int_{t_{0}}^{t_{m+1}} \frac{\partial u(x, s)}{\partial s} \frac{d s}{\left(t_{m+1}-s\right)^{\alpha}} \\
& =\frac{1}{\Gamma(1-\alpha)}=\sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}} \frac{\partial u(x, s)}{\partial s} \frac{d s}{\left(t_{m+1}-s\right)^{\alpha}} \tag{2.1}
\end{align*}
$$

For the forward finite difference, we have

$$
\begin{equation*}
\left.\frac{\partial u(x, s)}{\partial t}\right|_{\left(x, t_{k}\right)}=\frac{u\left(x, t_{k+1}\right)-u\left(x, t_{k}\right)}{\Delta t}+O(\Delta t) \tag{2.2}
\end{equation*}
$$

Substituting (2.2) into (2.1), we obtain

$$
\begin{align*}
\frac{\partial^{\alpha}\left(x, t_{m+1}\right)}{\partial t^{\alpha}} & =\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}} \frac{\partial u\left(x, t_{k+1}\right)-u\left(x, t_{k}\right)}{\Delta t} \frac{d s}{\left(t_{m+1}-s\right)^{\alpha}}+R_{\Delta t}^{k+1} \\
& =\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \frac{\partial u\left(x, t_{k+1}\right)-u\left(x, t_{k}\right)}{\Delta t} \int_{t_{k}}^{t_{k+1}} \frac{d s}{\left(t_{m+1}-s\right)^{\alpha}}+R_{\Delta t}^{k+1} \tag{2.3}
\end{align*}
$$

where $R_{\Delta t}^{k+1}$ is the truncation error, which we will get it later in proposition 2.1 , for the integral at the RHS of (2.3), we have

$$
\begin{align*}
\int_{t_{k}}^{t_{k+1}} \frac{d s}{\left(t_{m+1}-s\right)^{\alpha}} & =-\int_{t_{m+1}-t_{k}}^{t_{m+1}-t_{k}} p^{-\alpha} d p \\
& =\frac{\left(t_{m+1}-t_{k}\right)^{\alpha}-\left(t_{m+1}-t_{k+1}\right)^{1-\alpha}}{1-\alpha} \tag{2.4}
\end{align*}
$$

By using $t_{m}=m \Delta t$, we have

$$
\begin{equation*}
t_{m+1}-t_{k+1}=(m-k) \Delta t, \quad t_{m+1}-t_{k}=(m+1-k) \Delta t \tag{2.5}
\end{equation*}
$$

Substituting (2.5) into (2.4), we obtain

$$
\begin{align*}
\int_{t_{k}}^{t_{k+1}} \frac{d s}{\left(t_{m+1}-s\right)^{\alpha}} & =\frac{\left((m+1-k) \Delta t^{1-\alpha}\right)-\left((m-k) \Delta t^{1-\alpha}\right)}{1-\alpha} \\
& =\frac{\Delta t^{1-\alpha}}{1-\alpha}\left((m+1-k)^{1-\alpha}-(m-k)^{1-\alpha},\right. \tag{2.6}
\end{align*}
$$

substituting (2.6) into (2.3), we obtain

$$
\begin{align*}
\frac{\partial^{\alpha} u\left(x, t_{m+1}\right)}{\partial t^{\alpha}} & =\frac{\Delta^{-\alpha}(t)}{(1-\alpha)(\Gamma(1-\alpha)} \sum_{k=0}^{m} a_{m-k}\left(u\left(x, t_{k+1}\right)-u\left(x, t_{k}\right)\right)+R_{\Delta t}^{k+1} \\
& =\frac{\Delta^{-\alpha}(t)}{\Gamma(2-\alpha)} \sum_{k=0}^{m} a_{m-k}\left(u\left(x, t_{k+1}\right)-u\left(x, t_{k}\right)\right)+R_{\Delta t}^{k+1} . \tag{2.7}
\end{align*}
$$

Here $a_{k}:=(k+1)^{1-\alpha}-k^{1-\alpha}, k=0,1, \ldots, M$. Let $\gamma=\Gamma(2-\alpha) \Delta t^{\alpha}$. Substituting (2.7) into (1.1), the following form is obtained

$$
\begin{align*}
& u\left(x, t_{m+1}\right)-\gamma\left(\frac{\partial^{2} u\left(x, t_{m+1}\right)}{\partial x^{2}}\right) \\
& =u\left(x, t_{m}\right)-\sum_{k=1}^{m} a_{k}\left(u\left(x, t_{m-k+1}-u\left(x, t_{m-k}\right)\right)+\gamma f\left(x, t_{m+1}\right)+R_{\Delta t}^{(1)},\right. \tag{2.8}
\end{align*}
$$

where

$$
R_{\Delta t}^{(1)} \leq C_{0} \Delta t^{2},
$$

and $C_{0}$ is a constant.
Let $u^{m}$ be the numerical solution to $u\left(x, t_{m}\right)$ and $f^{m+1}=f\left(x, t_{m+1}\right)$, by removing the small term $R_{\Delta t}^{(1)}$ from (2.8), we can create the following discrete scheme for solving 1.1.

$$
\begin{equation*}
u^{m+1}-\gamma\left(\frac{\partial^{2} u^{m+1}}{\partial x^{2}}\right)=u^{m}-\sum_{k=1}^{m} a_{k}\left(u^{m-k+1}-u^{m-k}\right)+\gamma f^{m+1}, m=0,1, \ldots, M \tag{2.9}
\end{equation*}
$$

Proposition 2.1. The truncation error $R_{\Delta t}^{k+1}$ has the following form

$$
\begin{equation*}
R_{\Delta t}^{k+1} \leq C_{1}\left|\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}} \frac{2 s-t_{k+1}-t_{k}}{\left(t_{m+1}-s\right)^{\alpha}} d s+O\left(\Delta t^{2}\right)\right| \leq C_{2} \Delta t^{2-\alpha}, \tag{2.10}
\end{equation*}
$$

Where $C_{1}$ and $C_{2}$ are constant.
proof: First we show that

$$
R_{\Delta t}^{k+1} \leq C_{1}\left|\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}} \frac{2 s-t_{k+1}-t_{k}}{\left(t_{m+1}-s\right)^{\alpha}} d s+O\left(\Delta t^{2}\right)\right|
$$

By using the Taylor series, we have

$$
\frac{u\left(x, t_{k+1}\right)-u\left(x, t_{k}\right)}{\Delta t}=\frac{\partial u\left(x, t_{k}\right)}{\partial t}+\frac{\Delta t}{2} \frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}}+O\left(\Delta t^{2}\right),
$$

In addition, from (2.3), the truncation error has the following form

$$
\begin{equation*}
R_{\Delta t}^{k+1}=\frac{1}{\Gamma(1-\alpha)} \int_{t_{k}}^{t_{k+1}}\left(\frac{\partial u(x, s)}{s}-\frac{\partial u\left(x, t_{k}\right)}{\partial t}-\frac{\Delta t}{2} \frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}}+O(\Delta t)\right)\left(\frac{d s}{\left(t_{m+1}-s\right)^{\alpha}}\right) \tag{2.11}
\end{equation*}
$$

Now we write the Taylor expansion of $\frac{\partial u(x, s)}{\partial s}$ at $t_{k}$

$$
\begin{equation*}
\frac{\partial u(x, s)}{\partial s}=\frac{\partial u\left(x, t_{k}\right)}{\partial t}+\left(s-t_{k}\right) \frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}}+O\left(\left(s-t_{k}\right)^{2}\right) \tag{2.12}
\end{equation*}
$$

Substituting (2.12) into (2.11), we obtain

$$
\begin{aligned}
R_{\Delta t}^{k+1} & =\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}}\left(\left(s-t_{k}-\frac{\Delta t}{2}\right) \frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}}+O\left(\Delta t^{2}\right)\right)\left(\frac{d s}{\left(t_{m+1}-s\right)^{\alpha}}\right) \\
& =\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}}\left(\frac{2 s-t_{k+1}-t_{k}}{2} \frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}}+O\left(\Delta t^{2}\right)\right)\left(\frac{d s}{\left(t_{m+1}-s\right)^{\alpha}}\right)
\end{aligned}
$$

the absolute value of the truncation error is as follows

$$
R_{\Delta t}^{k+1} \leq C_{1}\left|\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}} \frac{2 s-t_{k+1}-t_{k}}{2} \frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}} d s+O\left(\Delta t^{2}\right)\right|
$$

where $C_{1} \leq \frac{1}{2}\left|\frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}}\right|$.
Now, we show that

$$
\left|\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}} \frac{2 s-t_{k+1}-t_{k}}{2} \frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}} d s+O\left(\Delta t^{2}\right)\right| \leq C_{2}\left(\Delta t^{2-\alpha}\right)
$$

We have

$$
\begin{aligned}
& \frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \int_{t_{k}}^{t_{k+1}} \frac{2 s-t_{k+1}-t_{k}}{2} \frac{\partial^{2} u\left(x, t_{k}\right)}{\partial t^{2}} d s+O\left(\Delta t^{2}\right) \\
& \quad=-\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \frac{1}{\Gamma(1-\alpha)}(2 k+1)(\Delta t)^{2-\alpha}\left[(m-k)^{1-\alpha}-(m+1-k)^{1-\alpha}\right] \\
& \quad+\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \frac{2}{(1-\alpha)}(\Delta t)^{2-\alpha}\left[(k+1)(m-k)^{1-\alpha}-k(m+1-k)^{1-\alpha}\right] \\
& \quad+\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{m} \frac{2}{(1-\alpha)(2-\alpha)}(\Delta t)^{2-\alpha}\left[(m-k)^{2-\alpha}-(m+1-k)^{2-\alpha}\right] \\
& \quad=\frac{(\Delta t)^{2-\alpha}}{\Gamma(2-\alpha)}\left[(m+1)^{1-\alpha}+2\left(m^{1-\alpha}+(m-1)^{1-\alpha}+(m-2)^{1-\alpha}+\ldots+1^{1-\alpha}\right)\right] \\
& \quad=\frac{(\Delta t)^{2-\alpha}}{\Gamma(2-\alpha)}\left[(m+1)^{1-\alpha}+2\left(m^{1-\alpha}+(m-1)^{1-\alpha}+(m-2)^{1-\alpha}+\ldots+1^{1-\alpha}\right)-\frac{2(\Delta t)^{2-\alpha}}{\Gamma(3-\alpha)}(m+1)^{2-\alpha}(m+1)^{2-\alpha}\right]
\end{aligned}
$$

Let

$$
p(m)=(m+1)^{1-\alpha}+2\left(m^{1-\alpha}+(m-1)^{1-\alpha}+(m-2)^{1-\alpha}+\ldots+1^{1-\alpha}\right)-\frac{2}{2-\alpha}(m+1)^{2-\alpha}
$$

We will show that the $|p(m)|$ is bounded for all $\alpha \in[0,1]$ and all $m \geq 1$, as proven in the following lemma.
Lemma 2.2. for all $\alpha \in[0,1]$ and all $m \geq 1$, we have

$$
|p(m)| \leq C_{3}
$$

where $C_{3}$ is a constant independent of $\alpha, m$.

Proof. First, for $\alpha=0$ and $m \geq 1$, we will show that $p(m)=0$.
We have

$$
\begin{aligned}
p(m) & =(m+1)+2(m+(m-1)+(m-2)+\ldots+1)-(m+1)^{2} \\
& =m+1+2\left[\frac{m}{2}(m+1)\right]-(m+1)^{2} \\
& =(m+1)^{2}-(m+1)^{2}=0 .
\end{aligned}
$$

Now we prove for $\alpha \in(0,1]$, we can write $p(m)$ as follows
$p(m)=(m+1)^{1-\alpha}+2\left(m^{1-\alpha}+(m-1)^{1-\alpha}+(m-2)^{1-\alpha}+\cdots+1^{1-\alpha}\right)-\frac{2}{2-\alpha}(m+1)^{2-\alpha}=\sum_{i=0}^{m} b_{i}$,
where

$$
b_{i}=(i+1)^{1-\alpha}+i^{1-\alpha}-\frac{2}{2-\alpha}\left((i+1)^{2-\alpha}-i^{2-\alpha}\right) .
$$

It suffices to prove that the $\sum_{i=0}^{\infty} b_{i}$ convergent. It is well known that the series $\sum_{i=0}^{\infty} \frac{1}{i^{\beta}}$ is a geometric series and converges for all $\beta>1$. Now we will show that the $\left|b_{i}\right| \leq \frac{1}{i^{1+\alpha}}$ for big enough $i$. For $i \geq 2$, we have

$$
\begin{aligned}
\left|b_{i}\right|= & i^{1-\alpha}\left|\left(1+\frac{1}{i}\right)^{1-\alpha}+1-\frac{2 i}{2-\alpha}\left(\left(1+\frac{1}{i}\right)-1\right)\right| \\
= & i^{1-\alpha} \left\lvert\, 1+1+(1-\alpha) \frac{1}{i}+\frac{(1-\alpha)(-\alpha)}{2!} \frac{1}{i^{2}}+\frac{(1-\alpha)(\alpha)(-\alpha-1)}{3!} \frac{1}{i^{3}}+\ldots\right. \\
& \left.-\frac{2 i}{2-\alpha}\left(-1+1+(2-\alpha) \frac{1}{i}+\frac{(2-\alpha)(1-\alpha)}{2!} \frac{1}{i^{2}}+\frac{(2-\alpha)(1-\alpha)(-\alpha)}{3!} \frac{1}{i^{3}}+\ldots\right) \right\rvert\, \\
= & i^{1-\alpha}\left|\left(\frac{1}{2!}-\frac{2}{3!}\right)(1-\alpha)(-\alpha) \frac{1}{i^{2}}+\left(\frac{1}{3!}-\frac{2}{4!}\right)(1-\alpha)(-\alpha)(-\alpha-1) \frac{1}{i^{3}}+\ldots\right| \\
& \leq i^{1-\alpha} \frac{1}{3!}(1-\alpha) \alpha \frac{1}{i^{2}}\left(1+\frac{2(\alpha+1)}{4} \frac{1}{i}+\frac{3(\alpha+1)(\alpha+2)}{20} \frac{1}{i^{2}}+\ldots\right) \\
& \leq \frac{1}{3!}(1-\alpha) \alpha \frac{1}{i^{1+\alpha}}\left(1+\frac{1}{i}+\frac{1}{i^{2}}+\frac{1}{i^{3}}+\ldots\right) \leq \frac{2}{3!}(1-\alpha) \alpha \frac{1}{i^{1+\alpha}} \leq \frac{1}{i^{1+\alpha}} .
\end{aligned}
$$

The proof is completed.

## 3 Stability of the method

In this section, by using the following lemma, we will prove the proposed method is unconditionally stable, in other words, we will prove the stability of Eq. (2.9).

Lemma 3.1. [13] Let $\Omega$ be a bounded domain in $R^{n}$ with piecewise smooth boundary $\partial \Omega$, if $V$ and $U$ are two functions defined on the closed region containing $\Omega$ and have continuous partial derivatives, then

$$
\begin{equation*}
\int_{\Omega} V \frac{\partial U}{\partial x_{i}} d \Omega=\int_{\partial \Omega} V U \cos \left(\vec{n}, x_{i}\right) d S-\int_{\Omega} U \frac{\partial V}{\partial x_{i}} d \Omega \tag{3.1}
\end{equation*}
$$

Where $\vec{n}$ is the outward vector, $d S$ stands for the surface area element on $\partial \Omega$.
Lemma 3.2. The coefficient, $a_{i}$, satisfy

1. $a_{i}>0, \quad i=1,2, \ldots$
2. $a_{i}>a_{i+1}, \quad i=0,1,2, \ldots$

Proof. Let

$$
s(i):=a_{i}=(i+1)^{1-\alpha}-i^{1-\alpha}, \quad i=0,1,2, \ldots
$$

We have

$$
s^{\prime}(i)=(1-\alpha)\left[(i+1)^{-\alpha}-i^{-\alpha}\right]<0 \Rightarrow a_{i}>a_{i+1}, \quad i=0,1, \ldots
$$

Lemma 3.3. [30] If $u^{m} \in H_{0}^{1}, m=0,1, . ., M$ is the solution of (2.9), then

$$
\left\|u^{m}\right\|_{2} \leq\left\|u^{0}\right\|_{2}+\gamma a_{m-1}^{-1} \max _{0 \leq l \leq M}\left\|f^{l}\right\|_{2}
$$

Proof. We will prove this Lemma by mathematical induction. When $m=0$, by using (2.9), we will have

$$
u^{1}-\gamma \frac{\partial u^{1}}{\partial x^{2}}=u^{0}+\gamma f^{1}
$$

Multiplying the above relation by $u^{1}$ and integrating on $\Omega$, we will obtain the following relation

$$
\left(u^{1}, u^{1}\right)-\gamma\left(\frac{\partial^{2} u^{1}}{\partial x^{2}}, u^{1}\right)=\left(u^{0}, u^{1}\right)+\gamma\left(f^{1}, u^{1}\right)
$$

i.e.

$$
\begin{equation*}
\left\|u^{1}\right\|_{2}^{2}-\gamma\left(\frac{\partial^{2} u^{1}}{\partial x_{1}^{2}}, u^{1}\right)=\left(u^{0}, u^{1}\right)+\gamma\left(f^{1}, u^{1}\right) \tag{3.2}
\end{equation*}
$$

By using Lemma 3.1, we get

$$
\begin{align*}
\left(\frac{\partial^{2} u^{1}}{\partial x_{1}^{2}}, u^{1}\right)=\int_{\Omega} \frac{\partial}{\partial x_{1}}\left(\frac{\partial u^{1}}{\partial x_{1}}\right) u^{1} d \Omega & =\underbrace{\int_{\partial \Omega} \frac{\partial u^{1}}{\partial x_{1}} u^{1} d s}_{0}-\int_{\Omega} \frac{\partial u^{1}}{\partial x_{1}} \frac{\partial u^{1}}{\partial x_{1}} d \Omega \\
& =-\int_{\Omega} \frac{\partial u^{1} \frac{\partial u^{1}}{\partial x_{1}} \frac{\partial}{\partial x_{1}} d \Omega}{}=-\left(\frac{\partial u^{1}}{\partial x_{1}}, \frac{\partial u^{1}}{\partial x_{1}}\right) \tag{3.3}
\end{align*}
$$

Substituting (3.3) into (3.2), we obtain

$$
\begin{equation*}
\left\|u^{1}\right\|_{2}^{2}+\gamma\left(\frac{\partial^{2} u^{1}}{\partial x_{1}^{2}}, \frac{\partial^{2} u^{1}}{\partial x_{1}^{2}}\right)=\left(u^{0}, u^{1}\right)+\gamma\left(f^{1}, u^{1}\right) \tag{3.4}
\end{equation*}
$$

Since $\gamma>0$ and $\left(\frac{\partial^{2} u^{1}}{\partial x_{1}^{2}}, \frac{\partial^{2} u^{1}}{\partial x_{1}^{2}}\right) \geq 0$, we will rewrite the (3.4), as follows

$$
\left\|u^{1}\right\|_{2}^{2} \leq\left(u^{0}, u^{1}\right)+\lambda\left(f^{1}, u^{1}\right)
$$

using Schwarz inequality, we get

$$
\left\|u^{1}\right\|_{2} \leq\left\|u^{0}\right\|_{2}+\gamma\left\|f^{1}\right\|_{2} \leq\left\|u^{0}\right\|_{2}+\gamma a_{0}^{-1} \max _{0 \leq l \leq M}\left\|f^{l}\right\|_{2}
$$

Suppose now we have

$$
\begin{equation*}
\left\|u^{k}\right\|_{2} \leq\left\|u^{0}\right\|_{2}+\gamma a_{k-1}^{-1} \max _{0 \leq l \leq M}\left\|f^{l}\right\|_{2}, \quad k=1,2, \ldots, m \tag{3.5}
\end{equation*}
$$

Multiplying (2.9) by $u^{m+1}$ and integrating on $\Omega$, we will obtain

$$
\begin{gathered}
\left\|u^{m+1}\right\|_{2}^{2}-\gamma\left(\frac{\partial^{2} u^{m+1}}{\partial x_{m+1}^{2}}, u^{m+1}\right)=\left(1-a_{1}\right)\left(u^{m}, u^{m+1}\right)+\left(\sum_{k=1}^{m-1}\left(a_{k}-a_{k+1}\right) u^{m-k}, u^{m+1}\right) \\
+\left(a_{m} u^{0}, u^{m}+1\right)+\gamma\left(f^{m+1}, u^{m+1}\right)
\end{gathered}
$$

By using Schwarz inequality and the inequality in Lemma 3.2

$$
a_{k} \geq a_{k+1}, \quad k=1,2, \ldots, m
$$

We obtain

$$
\left\|u^{m+1}\right\|_{2} \leq\left(1-a_{1}\right)\left\|u^{m}\right\|_{2}+\sum_{k=1}^{m-1}\left(a_{k}-a_{k+1}\right)\left\|u^{m-k}\right\|_{2}+a_{m}\left\|u^{0}\right\|_{2}+\gamma\left\|f^{m+1}\right\|_{2}
$$

By using (3.5), we get

$$
\begin{aligned}
\left\|u^{m+1}\right\|_{2} & \leq\left\|u^{0}\right\|_{2}+\left(\sum_{k=1}^{m-1}\left(a_{k}-a_{k+1}\right) a_{m-k-1}^{-1}+1\right) \max _{0 \leq l \leq M}\left\|\gamma f^{l}\right\|_{2} \\
& \leq\left\|u^{0}\right\|_{2}+\left(\sum_{k=1}^{m-1}\left(a_{k}-a_{k+1}\right) a_{m}^{-1}+1\right) \max _{0 \leq l \leq M}\left\|\gamma f^{1}\right\|_{2} \\
& \leq\left\|u^{0}\right\|+\gamma a_{m}^{-1} \max _{0 \leq l \leq M}\left\|f^{l}\right\|_{2}
\end{aligned}
$$

Hence, the proof is completed.

Now, we will prove the stability theorem, to simplify the notations without loss of generality, let $U^{m}$ be an exact solution of (2.9), we consider the case $f \equiv 0$ in stability analysis.

Theorem 3.4 (Stability theorem). The numerical implicit method defined by (2.9), is unconditionally stable.

Proof. Denote the error:

$$
\begin{equation*}
\xi^{m}=U^{m}-u^{m} \tag{3.6}
\end{equation*}
$$

It satisfies

$$
\begin{equation*}
\xi^{m+1}-\gamma \frac{\partial^{2} \xi^{m+1}}{\partial^{2} x^{m+1}}=\left(1-a_{1}\right) \xi^{m}+\sum_{k=1}^{m-1}\left(a_{k}-a_{k+1}\right) \xi^{m-k}+a_{m} \xi^{0} \tag{3.7}
\end{equation*}
$$

and

$$
\left.\xi^{m+1}\right|_{\partial \Omega}=0, \quad t \in[0, T] .
$$

By using Lemma 3.1, similar to the proof of Lemma 3.3, we will obtain

$$
\begin{equation*}
\left\|\xi^{m}\right\|_{2} \leq\left\|\tilde{\xi}^{0}\right\|_{2}, \quad m=1,2, \ldots, M \tag{3.8}
\end{equation*}
$$

This proves the theorem.

## 4 Convergence of the method

In this section, we will show that the approximate solution converges to the exact solution with order $O\left(\Delta t^{2-\alpha}\right)$ and we will obtain an error bound for the time discrete scheme.

Theorem 4.1. Let $u^{m}, m=0,1,2, \ldots, M$ be the approximate solution of $E q$. (2.9) and the $u\left(x, t^{m}\right), m=$ $0,1, \ldots, M$ be the exact solution of Eq. (1.1) with the above initial and boundary condition, then we have the following error estimates

$$
\begin{equation*}
\left\|u\left(x, t^{m}\right)-u^{m}\right\|_{2} \leq C^{\star}\left(\Delta t^{2-\alpha}\right), \quad m=1,2, \ldots, M \tag{4.1}
\end{equation*}
$$

Where $C^{\star}$ is, constant.
Proof. Denote

$$
\begin{equation*}
\epsilon^{m}=u\left(x, t^{m}\right)-u^{m} \tag{4.2}
\end{equation*}
$$

From (2.8) and (2.9), we get

$$
\begin{gather*}
\epsilon^{m+1}-\gamma \frac{\partial^{2} \epsilon^{m+1}}{\partial^{2} x^{m+1}}=\epsilon^{m}-\sum_{k=1}^{m} a_{k}\left(\epsilon^{m-k+1}-\epsilon^{m-k}\right)+R^{1}(\Delta t)  \tag{4.3}\\
\epsilon^{0}=0, \quad \epsilon^{m} \mid \partial_{\Omega}=0
\end{gather*}
$$

by using Lemma 3.3, we obtain

$$
\begin{equation*}
\left\|\epsilon^{m}\right\|_{2} \leq a_{m-1}^{-1} \max _{0 \leq l \leq M}\left\|R^{l}\right\|_{2} \leq C_{3}(\Delta t)^{2} \tag{4.4}
\end{equation*}
$$

Because

$$
\begin{equation*}
\lim _{m \rightarrow \infty} a_{m-1}^{-1} m^{-\alpha}=\lim _{m \rightarrow \infty} \frac{m^{-\alpha}}{m^{1-\alpha}-(m-1)^{1-\alpha}}=\lim _{m \rightarrow \infty} \frac{1}{m-(m-1)(m / m-1)^{\alpha}}=\frac{1}{1-\alpha} \tag{4.5}
\end{equation*}
$$

thus, $a_{m-1}^{-1}(\Delta t)^{2}$ is bounded, from (4.4), we will obtain

$$
\begin{equation*}
\left\|u\left(x, t^{m}\right)-u^{m}\right\|_{2} \leq C^{\star}\left(\Delta t^{2-\alpha}\right), \quad m=1,2, \ldots, M . \tag{4.6}
\end{equation*}
$$

This proves the theorem.

## 5 Numerical results

In this section, we present an example to verify our theoretical finding. In this example, we will check the convergence of the numerical solution with respect to $\Delta t$.

Example 5.1. We consider the same equation as that in [11]:

$$
\begin{equation*}
\frac{\partial^{[\alpha} u(x, t)}{\partial t^{\alpha}}-\frac{\partial^{2} u(x, t)}{\partial x^{2}}=f(x, t), \quad(x, t) \in[0,1] \times[0,1] \tag{5.1}
\end{equation*}
$$

with

$$
f(x, t)=\frac{2}{\Gamma(3-\alpha)} t^{2-\alpha} \sin (2 \pi x)+4 \pi^{2} t^{2} \sin (2 \pi x)
$$

subject to the initial condition $u_{0}(x)=0$ and the homogeneous boundary conditions: $u(0, t)=$ $u(1, t)=0$.

Table 5.1: The error and the convergence rate for $\alpha=0.1$

| M | N | The error | Convergence rate |
| :--- | :--- | :--- | :--- |
| 30 | 30 | 0.00355 | - |
| 60 | 60 | $8.90771 * 10^{-4}$ | 1.99469 |
| 100 | 100 | $3.20611 * 10^{-4}$ | 2.00041 |
| 150 | 150 | $1.42463 * 10^{-4}$ | 2.00053 |
| 200 | 200 | $8.01563 * 10^{-5}$ | 1.99910 |

Table 5.2: The error and the convergence rate for $\alpha=0.5$

| M | N | The error | Convergence rate |
| :--- | :--- | :--- | :--- |
| 30 | 30 | 0.00358 | - |
| 60 | 60 | $9.05205 * 10^{-4}$ | 1.98357 |
| 100 | 100 | $3.28401 * 10^{-4}$ | 1.98497 |
| 150 | 150 | $1.47078 * 10^{-4}$ | 1.98111 |
| 200 | 200 | $8.33012 * 10^{-5}$ | 1.97614 |

The exact solution to the problem is given by $u=t^{2} \sin (2 \pi x)$. Taking $\Delta(t)=\frac{1}{M}$ and $h=\frac{1}{N}$, where $N$ and $M$ are the numbers of meshes in space and time, in this example, we use $N=M$. The $\frac{\partial^{2} u\left(x, t_{m+1}\right)}{\partial x^{2}}$ is approximated as follows:

$$
\begin{equation*}
\frac{\partial^{2} u\left(x, t_{m+1}\right)}{\partial x^{2}} \approx \frac{u\left(x_{n+1}, t_{m+1}\right)-2 u\left(x_{n}, t_{m+1}\right)+u\left(x_{n-1}, t_{m+1}\right)}{h^{2}} \tag{5.2}
\end{equation*}
$$

The rates of convergence are computed by

$$
\text { rate }=\frac{\operatorname{Ln}\left(e_{\text {new }} / e_{\text {old }}\right)}{\operatorname{Ln}\left((\Delta t)_{\text {new }} /(\Delta t)_{\text {old }}\right)}
$$

The errors in our examples are denoted by $\max \left\{\left|u^{m}-U^{m}\right|: m=1,2, \ldots, M\right\}$. The convergence rate and the errors for different $\alpha$ and $M$ are presented in Tables (5.1-5.4). We can see that the convergence rate for time is close to $\Delta t^{2}$. The numerical results are consistent with our theoretical results in theorem 3.4. The comparison of the exact and approximate solutions with $\alpha=0.1$ at different $M$ and the comparison of the exact and approximate solutions with $\alpha=0.9$ at different $M$ are shown (see Figs5.1 and 5.2). All the calculations in this example are performed using MATLAB 2016.

Table 5.3: The error and the convergence rate for $\alpha=0.7$

| M | N | The error | Convergence rate |
| :--- | :--- | :--- | :--- |
| 30 | 30 | 0.00369 | - |
| 60 | 60 | $9.55878 * 10^{-4}$ | 1.94872 |
| 100 | 100 | $3.56404 * 10^{-4}$ | 1.93132 |
| 150 | 150 | $1.64371 * 10^{-4}$ | 1.97877 |
| 200 | 200 | $9.55343 * 10^{-5}$ | 1.88625 |



Figure 5.1: The comparison of the exact and approximate solutions with $\alpha=0.1$ at different $M$ for test problem 5.1.

Table 5.4: The error and the convergence rate for $\alpha=0.9$

| M | N | The error | Convergence rate |
| :--- | :--- | :--- | :--- |
| 30 | 30 | 0.00400 | - |
| 60 | 60 | 0.00112 | 1.83650 |
| 100 | 100 | $4.53413 * 10^{-4}$ | 1.77023 |
| 150 | 150 | $2.28800 * 10^{-4}$ | 1.68684 |
| 200 | 200 | $1.43598 * 10^{-4}$ | 1.61925 |



Figure 5.2: The comparison of the exact and approximate solutions with $\alpha=0.9$ at different $M$ for test problem 5.1.

## 6 Concluding remarks

In this paper, we studied an implicit discrete scheme to solve the time-fractional diffusion equation. The error estimates and the stability of the proposed method are discussed. The convergence rate of the proposed method was proved to be optimal. An example was provided to illustrate the capability and accuracy of the method. Constructing more efficient algorithms is also our goal in future works.
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#### Abstract

This work defines $\mathfrak{M}$-Fuzzy Cone Metric Space, as a new metric space. It also analyzes possible forms of contractive conditions and groups them accordingly to set up generalized contractive conditions for self-mappings defined over $\mathfrak{M}$-fuzzy cone metric spaces. We prove the existence of fixed points of these mappings and exhibit the same through a suitable example.
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## 1 Introduction

A self-mapping $f$, defined on a metric space $(M, d)$, is said to be a contraction if for some $k \in$ $[0,1)$, it fulfills the condition $d(f(x), f(y)) \leq k d(x, y)$, for all $x, y \in M$. Stefan Banach, a Polish mathematician, used these contractions to bring out his fixed point theorem, a remarkable finding, known as Banach Contraction Principle.

Theorem 1.1. (Banach [1])
$(X, d)$ is a complete metric space and $f: X \rightarrow X$ is a contraction mapping. Thus, there exists a constant $r<1$ such that $d(f(x), f(y)) \leq r d(x, y)$ for each $x, y \in X$. From this, one draws three conclusions:
(i) $f$ has a unique fixed point, say $x_{0}$;
(ii) For each $x \in X$ the Picard sequence $\left\{f^{n}(x)\right\}$ converges to $x_{0}$;
(iii) The convergence is uniform if X is bounded.

[^2]This principle has made a great impact in the domain of research. Since then, it has been the origin of numerous findings as all these findings are its modifications. These modifications are made to the contractive conditions and the settings of the domain. One of the remarkable extensions is due to Hardy and Rogers in the year 1973. His work is an extension of Reich's fixed point theorem.

Theorem 1.2. (Hardy and Rogers) [10]
Let $(M, d)$ be a metric space and $T$ a self-mapping of $M$ satisfying the condition for $x, y \in M$

$$
\text { (1) } d(T x, T y) \leq a d(x, T x)+b d(y, T y)+c d(x, T y)+d(y, T x)+f d(x, y)
$$

where $a, b, c, d, e, f$ are nonnegative and we set $\alpha=a+b+c+d+e+f$. Then
(a) If $M$ is complete and $\alpha<1, T$ has a unique fixed point.
(b) If (1) is modified to the condition

$$
\left(1^{\prime}\right) d(T x, T y) \leq a d(x, T x)+b d(y, T y)+c d(x, T y)+d(y, T x)+f d(x, y)
$$

and in this case, we assume $M$ is compact, $T$ is continuous and $\alpha=1$, then $T$ has a unique fixed point.

Likewise, the Banach Contraction Principle has seen numerous extensions and generalizations. Besides, in the year 1965, Zadeh [19] made a great contribution to the field of mathematics by introducing the definition of fuzzy set, an idea to handle uncertainties well. Since then, new metrics are being discovered over fuzzy sets. A few fuzzy metrics, that were found at the initial stage, can be found in $[2,4,12,13]$. Making a slight change in the definition of Kramosil and Michalek [13], George and Veeramani [5] present a fuzzy metric space which is more adaptable due to its topological structure. In the year 2000, Gregori and Sapena [7] defined fuzzy contractive mappings and proved fixed point theorems on both of these fuzzy metric spaces

Sedghi and Shobe [16] presented $\mathfrak{M}$-fuzzy metric spaces in the year 2006. Huang and Zhang [11] defined cone metric spaces as a generalization of metric spaces in the year 2007. Combining the concept of cone metric spaces and fuzzy metric spaces [5], Oner et. al. [14] came up with the concept of fuzzy cone metric spaces.

Here, we aim to present $\mathfrak{M}$-fuzzy cone metric spaces in the sense of [16] and [14]. We also define generalized fuzzy cone contractive conditions and prove some fixed point theorems for self-mappings in the settings of $\mathfrak{M}$-fuzzy cone metric spaces.

## 2 Preliminaries

Definition 2.1. [14] Let $E$ be a real Banach space and $\mathscr{C}$ be a subset of $E$. $\mathscr{C}$ is called a cone if and only if:
[C1] $\mathscr{C}$ is closed, nonempty, and $\mathscr{C}$ is not equal to $\{0\}$,
[C2] $a, b \in \mathbb{R}, a, b \geq 0, \mathbf{c}_{1}, \mathbf{c}_{2} \in \mathscr{C}$ imply $a \mathbf{c}_{1}+b \mathbf{c}_{2} \in \mathscr{C}$,
[C3] $\mathbf{c} \in \mathscr{C}$ and $-\mathbf{c} \in \mathscr{C}$ imply $\mathbf{c}=0$.
The cones considered here are subsets of a real Banach space $E$ and are with nonempty interiors.

Definition 2.2. An $\mathfrak{M}$-Fuzzy Cone Metric Space (briefly, $\mathfrak{M}$-FCM Space) is a 3-tuple ( $\mathcal{Z}, \mathfrak{M}, *$ ) where $\mathcal{Z}$ is an arbitrary set, $*$ is a continuous $t$-norm, $\mathscr{C}$ is a cone and $\mathfrak{M}$ a fuzzy set in $\mathcal{Z}^{3} \times \operatorname{int}(\mathscr{C})$ satisfying the following conditions: For all $\zeta, \eta, \omega, \mathbf{u} \in \mathcal{Z}$ and $\mathbf{c}, \mathbf{c}^{\prime} \in \operatorname{int}(\mathscr{C})$, [MFC1] $\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})>0$,
[MFC2] $\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})=1$ if and only if $\zeta=\eta=\omega$,
[MFC3] $\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})=\mathfrak{M}(p\{\zeta, \eta, \omega\}, \mathbf{c})$, where $p$ is a permutation,
[MFC4] $\mathfrak{M}\left(\zeta, \eta, \omega, \mathbf{c}+\mathbf{c}^{\prime}\right) \geq \mathfrak{M}(\zeta, \eta, \mathbf{u}, \mathbf{c}) * \mathfrak{M}\left(\mathbf{u}, \omega, \omega, \mathbf{c}^{\prime}\right)$,
[MFC5] $\mathfrak{M}(\zeta, \eta, \omega, \cdot): \operatorname{int}(\mathscr{C}) \rightarrow[0,1]$ is continuous.
Here, $\mathfrak{M}$ is called $\mathfrak{M}$-Fuzzy Cone Metric on $\mathcal{Z}$. The function $\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})$ denote the degree of nearness between $\zeta, \eta$ and $\omega$ with respect to $\mathbf{c}$.
Example 2.3. Let $E=\mathbb{R}^{2}$ and consider the cone $\mathscr{C}=\left\{\left(\mathbf{c}_{1}, \mathbf{c}_{2}\right) \in \mathbb{R}^{2}: \mathbf{c}_{1} \geq 0, \mathbf{c}_{2} \geq 0\right\}$ in $E$. Let the $t$-norm $*$ be defined by $\mathfrak{a} * \mathfrak{b}=\mathfrak{a b}$. Define the function $\mathfrak{M}: \mathbb{R}^{3} \times \operatorname{int}(\mathscr{C}) \rightarrow[0,1]$
 $\mathfrak{M}$-Fuzzy Cone Metric Space.

Definition 2.4. A symmetric $\mathfrak{M}$-FCM Space is an $\mathfrak{M}$-FCM Space $(\mathcal{Z}, \mathfrak{M}, *)$ satisfying

$$
\mathfrak{M}(\eta, \omega, \omega, \mathbf{c})=\mathfrak{M}(\omega, \eta, \eta, \mathbf{c}), \text { for all } \eta, \omega \in \mathcal{Z} \text { and } \mathbf{c} \in \operatorname{int}(\mathscr{C}) .
$$

Definition 2.5. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be an $\mathfrak{M}$-FCM Space. A self-mapping $\mathcal{K}: \mathcal{Z} \rightarrow \mathcal{Z}$ is said to be $\mathfrak{M}$-fuzzy cone contractive if there exists $k \in(0,1)$ such that

$$
\left(\frac{1}{\mathfrak{M}(\mathcal{K}(\zeta), \mathcal{K}(\eta), \mathcal{K}(\omega), \mathbf{c})}-1\right) \leq k\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right),
$$

for all $\zeta, \eta, \omega \in \mathcal{Z}$ and $\mathbf{c} \in \operatorname{int}(\mathscr{C})$.
Remark 2.6. In the above definition, $k$ excludes the value zero, for if $k=0$, then it is possible to have

$$
\left(\frac{1}{\mathfrak{M}(\mathcal{K}(\zeta), \mathcal{K}(\eta), \mathcal{K}(\omega), \mathbf{c})}-1\right)>\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right),
$$

for all distinct $\zeta, \eta, \omega \in \mathcal{Z}$ and $\mathbf{c} \in \operatorname{int}(\mathscr{C})$, and $\mathcal{K}$ cannot have any fixed point.
Definition 2.7. In an $\mathfrak{M}$-FCM Space $(\mathcal{Z}, \mathfrak{M}, *), \mathfrak{M}$ is said to be triangular if, for all $\zeta, \eta, \omega, \mathrm{u} \in$ $\mathcal{Z}$ and $\mathbf{c} \in \operatorname{int}(\mathscr{C})$,

$$
\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right) \leq\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \mathbf{u}, \mathbf{c})}-1\right)+\left(\frac{1}{\mathfrak{M}(\mathbf{u}, \omega, \omega, \mathbf{c})}-1\right)
$$

Definition 2.8. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be an $\mathfrak{M}$-FCM Space. For $\mathrm{u} \in \mathcal{Z}, r>0$ and $\mathbf{c} \in \operatorname{int}(\mathscr{C})$, the open ball $B_{\mathscr{C}}(\mathbf{u}, r, \mathbf{c})$, with center at $\mathbf{u}$ and radius $r$, is defined by

$$
B_{\mathscr{C}}(\mathrm{u}, r, \mathbf{c})=\{\mathrm{w} \in \mathcal{Z}: \mathfrak{M}(\mathrm{u}, \mathrm{w}, \mathrm{w}, \mathbf{c})>1-r\} .
$$

Lemma 2.9. [18] For each $\mathbf{c}_{1} \in \operatorname{int}(\mathscr{C})$ and $\mathbf{c}_{2} \in \operatorname{int}(\mathscr{C})$, there exists $\mathbf{c} \in \operatorname{int}(\mathscr{C})$ such that $\mathbf{c}_{1}-\mathbf{c} \in \operatorname{int}(\mathscr{C})$ and $\mathbf{c}_{2}-\mathbf{c} \in \operatorname{int}(\mathscr{C})$.

Theorem 2.10. Let $(\mathcal{Z}, \mathfrak{M}, *)$ is an $\mathfrak{M}$-FCM Space. Then $\tau_{\mathscr{6}}$, defined hereunder, is a topology:

$$
\tau_{\mathscr{C}}=\left\{\begin{array}{c}
\mathscr{D} \subseteq \mathcal{Z}: a \in \mathscr{D} \quad \text { if and only if there exists } \quad r \in(0,1) \\
\text { and } \mathbf{c} \in \operatorname{int}(\mathscr{C}) \text { such that } \mathscr{B}_{\mathscr{C}}(a, r, \mathbf{c}) \subset \mathscr{D}
\end{array}\right\} .
$$

Proof. (i) It is obvious that $\varnothing \in \tau_{\mathscr{C}}$ and $\mathcal{Z} \in \tau_{\mathscr{C}}$.
(ii) Suppose $\mathscr{D}_{1} \in \tau_{\mathscr{C}}$ and $\mathscr{D}_{2} \in \tau_{\mathscr{C}}$ and $a \in \mathscr{D}_{1} \cap \mathscr{D}_{2}$. Then $a \in \mathscr{D}_{1}$ and $a \in \mathscr{D}_{2}$.

Then, there exists $r_{1}, r_{2} \in(0,1)$ and $\mathbf{c}_{1}, \mathbf{c}_{2} \in \operatorname{int}(\mathscr{C})$ such that

$$
\mathscr{B}_{\mathscr{C}}\left(a, r_{1}, \mathbf{c}_{1}\right) \subset \mathscr{D}_{1} \quad \text { and } \quad \mathscr{B}_{\mathscr{C}}\left(a, r_{2}, \mathbf{c}_{2}\right) \subset \mathscr{D}_{2}
$$

By Lemma 2.9, there exists $\mathbf{c} \in \operatorname{int}(\mathscr{C})$ such that $\mathbf{c}_{1}-\mathbf{c} \in \operatorname{int}(\mathscr{C}), \mathbf{c}_{2}-\mathbf{c} \in \operatorname{int}(\mathscr{C})$.
Let $r=\min \left\{r_{1}, r_{2}\right\}$. Then $\mathscr{B}_{\mathscr{C}}(a, r, \mathbf{c}) \subset \mathscr{B}_{\mathscr{C}}\left(a, r_{1}, \mathbf{c}_{1}\right) \cap \mathscr{B}_{\mathscr{C}}\left(a, r_{2}, \mathbf{c}_{2}\right) \subset \mathscr{D}_{1} \cap \mathscr{D}_{2}$.
Hence, $\mathscr{D}_{1} \cap \mathscr{D}_{2} \in \tau_{\mathscr{C}}$.
(iii) Let $\mathscr{D}_{j} \in \tau_{\mathscr{C}}$ for each $j \in J$, an index set, and let $a \in U_{j \in J} \mathscr{D}_{j}$. Then $a \in \mathscr{D}_{j_{0}}$ for some $j_{0} \in J$.

Hence, there exists $r \in(0,1)$ and $\mathbf{c} \in \operatorname{int}(\mathscr{C})$ such that $\mathscr{B}_{\mathscr{C}}(a, r, \mathbf{c}) \subset D_{j_{0}}$.
As $D_{j_{0}} \subset U_{j \in J} \mathscr{D}_{j}$, we have that $\mathscr{B}_{\mathscr{C}}(a, r, \mathbf{c}) \subset U_{j \in J} \mathscr{D}_{j}$.
Thus, $U_{j \in J} \mathscr{D}_{j} \in \tau_{\mathscr{C}}$.
From (i), (ii) and (iii), $\tau_{\mathscr{C}}$ is a topology.
Remark 2.11. [5] For any $r_{1}>r_{2}$, there exists $r_{3}$ such that $r_{1} * r_{3} \geq r_{2}$ and for any $r_{4}$ there exists $r_{5} \in(0,1)$ such that $r_{5} * r_{5} \geq r_{4}$, where $r_{1}, r_{2}, r_{3}, r_{4}, r_{5} \in(0,1)$.

Theorem 2.12. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be an $\mathfrak{M}$-FCM Space. Then $\left(\mathcal{Z}, \tau_{\mathscr{C}}\right)$ is Hausdorff.
Proof. Let $\zeta, \omega \in \mathcal{Z}$ be distinct. Then $0<\mathfrak{M}(\zeta, \omega, \omega, \mathbf{c})<1$ for all $\mathbf{c} \in \operatorname{int}(\mathscr{C})$.
Let $\mathfrak{M}(\zeta, \omega, \omega, \mathbf{c})=r$.
Now, for each $r_{0} \in(r, 1)$, there exists $r_{1} \in(0,1)$ such that $r_{1} * r_{1} \geq r_{0}$.
Suppose $\mathscr{B}_{\mathscr{C}}\left(\zeta, 1-r_{1}, \frac{\mathfrak{c}}{2}\right) \cap \mathscr{B}_{\mathscr{C}}\left(\omega, 1-r_{1}, \frac{\mathfrak{c}}{2}\right)$ is nonempty.
Then there exists $z \in \mathscr{B}_{\mathscr{C}}\left(\zeta, 1-r_{1}, \frac{c}{2}\right) \cap \mathscr{B}_{\mathscr{C}}\left(\omega, 1-r_{1}, \frac{\mathrm{c}}{2}\right)$ and we have that

$$
r=\mathfrak{M}(\zeta, \omega, \omega, \mathbf{c}) \geq \mathfrak{M}\left(\zeta, \omega, \zeta, \frac{\mathbf{c}}{2}\right) * \mathfrak{M}\left(\zeta, \omega, \omega, \frac{\mathbf{c}}{2}\right) \geq r_{1} * r_{1} \geq r_{0}>r
$$

This is a contradiction. Hence, $\mathscr{B}_{\mathscr{C}}\left(\zeta, 1-r_{1}, \frac{\mathfrak{c}}{2}\right) \cap \mathscr{B}_{\mathscr{C}}\left(\omega, 1-r_{2}, \frac{\mathfrak{c}}{2}\right)$ is empty.
Therefore, $\left(\zeta, \tau_{\mathscr{C}}\right)$ is Hausdorff.
Definition 2.13. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be an $\mathfrak{M}$-FCM Space, $\zeta^{\prime} \in \mathcal{Z}$ and $\left\{\zeta_{n}\right\}$ be a sequence in $\mathcal{Z}$.
(i) $\left\{\zeta_{n}\right\}$ is said to converge to $\zeta^{\prime}$ if for all $\mathbf{c} \in \operatorname{int}(\mathscr{C}), \lim _{n \rightarrow \infty}\left(\frac{1}{M\left(\zeta_{n}, \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)=0$. It is denoted by $\lim _{n \rightarrow \infty} \zeta_{n}=\zeta^{\prime}$ or by $\zeta_{n} \rightarrow \zeta^{\prime}$ as $n \rightarrow \infty$.
(ii) $\left\{\zeta_{n}\right\}$ is said to be a Cauchy sequence if for all $\mathbf{c} \in \operatorname{int}(\mathscr{C})$ and $m \in \mathbb{N}$, we have that $\lim _{n \rightarrow \infty}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+m}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right)=0$.
(iii) $(\mathcal{Z}, \mathfrak{M}, *)$ is called a complete $\mathfrak{M}$-FCM space if every Cauchy sequence in $\mathcal{Z}$ converges.

Definition 2.14. Let $(\mathcal{Z}, M, *)$ be an $\mathfrak{M}$-FCM Space. A sequence $\left\{\zeta_{n}\right\}$ in $\mathcal{Z}$ is $\mathfrak{M}$-fuzzy cone contractive if there exists $k \in(0,1)$ such that

$$
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \leq k\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right), \text { for all } \mathbf{c} \in \operatorname{int}(\mathscr{C})
$$

Lemma 2.15. An $\mathfrak{M}$-FCM Space $(\mathcal{Z}, \mathfrak{M}, *)$ is symmetric.

Proof. Let $\eta, w \in \mathcal{Z}$ and $\mathbf{c} \in \operatorname{int}(\mathscr{C})$. Then,

$$
\begin{aligned}
\lim _{r \rightarrow 0} \mathfrak{M}(\eta, \eta, \omega, \mathbf{c}+r) & \geq \lim _{r \rightarrow 0}(\mathfrak{M}(\eta, \eta, \eta, r) * \mathfrak{M}(\eta, \omega, \omega, \mathbf{c})) \\
\lim _{r \rightarrow 0} \mathfrak{M}(\omega, \omega, \eta, \mathbf{c}+r) & \geq \lim _{r \rightarrow 0}(\mathfrak{M}(\omega, \omega, \omega, r) * \mathfrak{M}(\omega, \eta, \eta, \mathbf{c}))
\end{aligned}
$$

These inequalities imply that

$$
\mathfrak{M}(\eta, \eta, \omega, \mathbf{c}) \geq \mathfrak{M}(\eta, \omega, \omega, \mathbf{c}) \quad \text { and } \quad \mathfrak{M}(\omega, \omega, \eta, \mathbf{c}) \geq \mathfrak{M}(\omega, \eta, \eta, \mathbf{c})
$$

Hence, $\mathfrak{M}(\eta, \omega, \omega, \mathbf{c})=\mathfrak{M}(\omega, \eta, \eta, \mathbf{c})$.
Lemma 2.16. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be an $\mathfrak{M}$-FCM Space, where $M$ is triangular. Then any $\mathfrak{M}$-fuzzy cone contractive sequence in $\mathcal{Z}$ is a Cauchy sequence.

Proof. Let the sequence $\left\{\zeta_{n}\right\}$ be $\mathfrak{M}$-fuzzy cone contractive in $\mathcal{Z}$. Then, there exists $k \in(0,1)$, such that

$$
\begin{equation*}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \leq k\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right) \tag{2.1}
\end{equation*}
$$

Since $\mathfrak{M}$ is triangular, by $\operatorname{Lemma(2.15),~for~} m>n$,

$$
\begin{aligned}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n}, \zeta_{m}, \mathbf{c}\right)}-1\right) \leq & \left(\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)+\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \zeta_{n+1}, \zeta_{m}, \mathbf{c}\right)}-1\right)\right) \\
\leq & \left(\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)+\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \zeta_{n+1}, \zeta_{n+2}, \mathbf{c}\right)}-1\right)\right. \\
& \left.+\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+2}, \zeta_{n+2}, \zeta_{m}, \mathbf{c}\right)}-1\right)\right)
\end{aligned}
$$

Continuing the process, and using (2.1), we finally arrive at

$$
\begin{align*}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n}, \zeta_{m}, \mathbf{c}\right)}-1\right) & \leq\left(\begin{array}{l}
\binom{\left.\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)+\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \zeta_{n+1}, \zeta_{n+2}, \mathbf{c}\right)}-1\right)}{+\cdots+\left(\frac{1}{\mathfrak{M}\left(\zeta_{m-1}, \zeta_{m-1}, \zeta_{m}, \mathbf{c}\right)}-1\right)} \\
\end{array}\right) \\
& \leq k^{n}\left(\frac{1}{\mathfrak{M}\left(\zeta_{0}, \zeta_{0}, \zeta_{1}, \mathbf{c}\right)}-1\right)+\cdots+k^{m-1}\left(\frac{1}{\mathfrak{M}\left(\zeta_{0}, \zeta_{0}, \zeta_{1}, \mathbf{c}\right)}-1\right) \\
& \leq \frac{\left.k^{n}+\cdots+k^{m-1}\right)\left(\frac{1}{\mathfrak{M}\left(\zeta_{0}, \zeta_{0}, \zeta_{1}, \mathbf{c}\right)}-1\right)}{1-k}\left(\frac{1}{\mathfrak{M}\left(\zeta_{0}, \zeta_{0}, \zeta_{1}, \mathbf{c}\right)}-1\right)
\end{align*}
$$

From (2.2), we have that $\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n}, \zeta_{m}, \mathbf{c}\right)}-1\right) \rightarrow 0$ as $n \rightarrow \infty$.
Hence, $\left\{\zeta_{n}\right\}$ is a Cauchy sequence.

## 3 Main Results

This section aims to prove the existence of fixed points of self-mappings under generalized $\mathfrak{M}$-fuzzy cone contractive conditions in a complete $\mathfrak{M}$-FCM Space.

Theorem 3.1. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be a complete $\mathfrak{M}$-FCM Space where $\mathfrak{M}$ is triangular. If $\mathcal{K}: \mathcal{Z} \rightarrow \mathcal{Z}$ is such that, for all $\zeta, \eta, \omega \in \mathcal{Z}$ and $\mathbf{c} \in \operatorname{int}(\mathscr{C})$,

$$
\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \eta, \mathcal{K} \omega, \mathbf{c})}-1\right) \leq\left\{\begin{array}{l}
k_{1}\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right)+k_{2}\left(\frac{1}{\mathfrak{M}(\zeta, \mathcal{K} \zeta, \mathcal{K} \zeta, \mathbf{c})}-1\right)+  \tag{3.1}\\
k_{3}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \omega, \mathcal{K} \omega, \mathbf{c})}-1\right)+k_{4}\left(\bar{M}\left(\eta, \mathcal{K}_{\eta}, \mathcal{K} \eta, \mathbf{c}\right)\right. \\
k_{5}\left(\frac{\bar{M}(\omega, \mathcal{K} \omega, \mathcal{K} \omega, \mathbf{c})}{}-1\right)+k_{6}\left(\frac{\bar{M}(\omega, \mathcal{K} \eta, \mathcal{K} \eta, \mathbf{c})}{}-1\right)+ \\
k_{7}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \zeta, \omega, \mathbf{c})}-1\right)
\end{array}\right\},
$$

where $k_{i} \in[0, \infty], i=1, \ldots, 7$ and $\sum_{i=1}^{6} k_{i}<1$. Then $\mathcal{K}$ has a fixed point and such a point is unique if $k_{1}+k_{7}<1$.
Proof. Let $\zeta_{0} \in \mathcal{Z}$ be arbitrary. Generate a sequence $\left\{\zeta_{n}\right\}$ with $\zeta_{n}=\mathcal{K} \zeta_{n-1}$ for $n \in \mathbb{N}$. If there exists a non-negative integer $m$ such that $\zeta_{m+1}=\zeta_{m}$, then $\mathcal{K} \zeta_{m}=\zeta_{m}$ and $\zeta_{m}$ becomes a fixed point of $\mathcal{K}$.
Suppose $\zeta_{n} \neq \zeta_{n-1}$ for any $n \in \mathbb{N}$.
From (3.1),

$$
\begin{aligned}
& \left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \leq\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta_{n-1}, \mathcal{K} \zeta_{n}, \mathcal{K} \zeta_{n}, \mathbf{c}\right)}-1\right) \\
& \leq\left\{\begin{array}{l}
k_{1}\left(\frac{1}{M\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right)+k_{2}\left(\frac{1}{M\left(\zeta_{n-1}, \mathcal{K} \zeta_{n-1}, \mathcal{K} \zeta_{n-1}, \mathbf{c}\right)}-1\right) \\
+k_{3}\left(\frac{1}{M\left(\zeta_{n}, \mathcal{K} \zeta_{n}, \mathcal{K} \zeta_{n}, \mathbf{c}\right)}-1\right)+k_{4}\left(\frac{1}{M\left(\zeta_{n}, \mathcal{K} \zeta_{n}, \mathcal{K} \zeta_{n}, \mathbf{c}\right)}-1\right) \\
+k_{5}\left(\frac{1}{M\left(\zeta_{n}, \mathcal{K} \zeta_{n}, \mathcal{K} \zeta_{n}, \mathbf{c}\right)}-1\right)+k_{6}\left(\frac{1}{M\left(\zeta_{n}, \mathcal{K} \zeta_{n}, \mathcal{K} \zeta_{n}, \mathbf{c}\right)}-1\right) \\
+k_{7}\left(\frac{1}{M\left(\zeta_{n}, \mathcal{K} \zeta_{n-1}, \mathcal{K} \zeta_{n}, \mathbf{c}\right)}-1\right)
\end{array}\right\} \\
& =\left\{\begin{array}{l}
k_{1}\left(\frac{1}{M\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right)+k_{2}\left(\frac{1}{M\left(\zeta_{n}\right.}-1\right) \\
+k_{3}\left(\frac{1}{M\left(\zeta_{n}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right) \\
+k_{5}\left(\frac{1}{M\left(\zeta_{n+1}, \mathbf{c}\right)}-1\right)+k_{4}\left(\frac{1}{M\left(\zeta_{n}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)\right.}-1\right) \\
+k_{7}\left(\frac{1}{M\left(\zeta_{n}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)+k_{6}\left(\frac{1}{M\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)
\end{array}\right\} \\
& =\left\{\begin{array}{l}
\left(k_{1}+k_{2}\right)\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right) \\
+\left(k_{3}+k_{4}+k_{5}+k_{6}\right)\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) .
\end{array}\right\} .
\end{aligned}
$$

Hence, we have that

$$
\begin{equation*}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \leq \frac{k_{1}+k_{2}}{1-\left(k_{3}+k_{4}+k_{5}+k_{6}\right)}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right) . \tag{3.2}
\end{equation*}
$$

Put $k=\frac{k_{1}+k_{2}}{1-\left(k_{3}+k_{4}+k_{5}+k_{6}\right)}$. Then, $k<1$ and (3.2) becomes

$$
\begin{equation*}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \leq k\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right) \tag{3.3}
\end{equation*}
$$

(3.3) makes the sequence $\left\{\zeta_{n}\right\} \mathfrak{M}$-fuzzy cone contractive. Hence, by Lemma(2.16), $\left\{\zeta_{n}\right\}$ is Cauchy in $\mathcal{Z}$. As $\mathcal{Z}$ is complete, there exists $\zeta^{\prime} \in \mathcal{Z}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)=0 \tag{3.4}
\end{equation*}
$$

By repeated application of (3.3), we obtain that

$$
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \leq k^{n}\left(\frac{1}{\mathfrak{M}\left(\zeta_{0}, \zeta_{1}, \zeta_{1}, \mathbf{c}\right)}-1\right)
$$

Therefore, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)=0 \tag{3.5}
\end{equation*}
$$

Now,

$$
\left.\begin{array}{rl}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) & =\left(\begin{array}{l}
\left.\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta_{n}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \\
\end{array}\right. \\
\leq\left\{\begin{array}{l}
k_{1}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)+k_{2}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \mathcal{K} \zeta_{n}, \mathcal{K} \zeta_{n}, \mathbf{c}\right)}-1\right) \\
+k_{3}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right)+k_{4}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \\
+k_{5}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right)+k_{6}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \\
+k_{7}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta_{n}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)
\end{array}\right\} \\
& =\left\{\begin{array}{l}
k_{1}\left(\frac{1}{\bar{M}\left(\zeta_{n}, \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)+k_{2}\left(\frac{1}{\mathfrak{M}\left(\zeta \zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \\
+k_{3}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right)+k_{4}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \\
+k_{5}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right)+k_{6}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \\
+k_{7}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \zeta_{n+1}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)
\end{array}\right\} \\
& \rightarrow k^{\prime}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \text { as } n \rightarrow \infty,
\end{array}\right\}
$$

Hence,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup \left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \leq k^{\prime}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \tag{3.6}
\end{equation*}
$$

As $\mathfrak{M}_{\text {i }}$ is triangular,

$$
\begin{equation*}
\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right) \leq\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)+\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right) \tag{3.7}
\end{equation*}
$$

From (3.5) to (3.7), we can bring that

$$
\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right) \leq k^{\prime}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right)
$$

This gives, $\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \zeta^{\prime}, t\right)}-1\right)=0$ since $k^{\prime}<1$, and, hence we have

$$
\mathcal{K} \zeta^{\prime}=\zeta^{\prime}
$$

Thus, we can conclude that $\zeta^{\prime}$ is a fixed point of $\mathcal{K}$. Suppose $\mathcal{K} \zeta^{\prime \prime}=\zeta^{\prime \prime}$. From (3.1),

$$
\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right) \leq\left\{\begin{array}{l}
k_{1}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \zeta^{\prime \prime}, \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right)+k_{2}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \\
+k_{3}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right)+k_{4}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right. \\
+k_{5}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right)+k_{6}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right) \\
+k_{7}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime \prime}, \mathcal{K} \zeta^{\prime}, \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right)
\end{array}\right\}
$$

This gives that

$$
\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \zeta^{\prime \prime}, \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right) \leq\left(k_{1}+k_{7}\right)\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \zeta^{\prime \prime}, \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right)
$$

Therefore, $\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \zeta^{\prime \prime}, \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right)=0$, if $k_{1}+k_{7}<1$.
Hence, we can conclude that $\mathcal{K}$ has a unique fixed point if $k_{1}+k_{7}<1$.
Example 3.2. Let $\mathcal{Z}=[0, \infty)$ with metric $d$ defined by $d(\zeta, \eta)=|\zeta-\eta|$ for all $\zeta, \eta \in \mathcal{Z}$ and let $\mathscr{C}=\mathbb{R}^{+}$. Define the $t$-norm $*$ by $i * j=\min \{i, j\}$. Define $\mathfrak{M}$ by

$$
\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})=\frac{c}{c+(|\zeta-\eta|+|\eta-\omega|+|\omega-\zeta|)}
$$

for all $\zeta, \eta, \omega \in \mathcal{Z}$ and $t \in \operatorname{int}(\mathscr{C})$.
Then, it is clear that $(\mathcal{Z}, \mathfrak{M}, *)$ is a complete $\mathfrak{M}$-FCM Space, and, that $\mathfrak{M}$ is triangular.
Consider the self-mapping, $\mathcal{K}: \mathcal{Z} \rightarrow \mathcal{Z}$, given by $\mathcal{K} u= \begin{cases}\frac{5}{4} u+3, & u \in[0,1], \\ \frac{3}{4} u+\frac{7}{2}, & u \in[1, \infty) .\end{cases}$
Then,

$$
\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \eta, \mathcal{K} \omega, \mathbf{c})}-1\right)=\frac{5}{4}\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right)
$$

where $\zeta, \eta, \omega \in[0,1]$. Hence $\mathcal{K}$ is not $\mathfrak{M}$-fuzzy cone contractive. Therefore, we cannot assure the existence of fixed points using the contraction theorem. But, here $\mathcal{K}$ satisfies the condition (3.1) with

$$
k_{1}=\frac{3}{80}, k_{2}=\frac{17}{80}, k_{3}=k_{4}=k_{5}=\frac{1}{20}, k_{6}=0, k_{7}=\frac{1}{20} .
$$

Therefore, $\mathcal{K}$ has a unique fixed point and this point is $u=14$.
Corollary 3.3. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be a complete $\mathfrak{M}$-FCM Space where $\mathfrak{M}$ is triangular. If $\mathcal{K}: \mathcal{Z} \rightarrow \mathcal{Z}$ is such that for all $\zeta, \eta, \omega \in \mathcal{Z}, \mathrm{c} \in \operatorname{int}(\mathscr{C})$,

$$
\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \eta, \mathcal{K} \omega, \mathbf{c})}-1\right) \leq\left\{\begin{array}{l}
k_{1}\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right)+k_{2}\left(\frac{1}{\mathfrak{M}(\zeta, \mathcal{K} \zeta, \mathcal{K} \zeta, \mathbf{c})}-1\right) \\
+k_{3}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \omega, \mathcal{K} \omega, \mathbf{c})}-1\right)+k_{4}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \zeta, \omega, \mathbf{c})}-1\right)
\end{array}\right\}
$$

where $k_{i} \in[0, \infty], i=1, \ldots, 4$ and $k_{1}+k_{2}+k_{3}<1$. Then $\mathcal{K}$ has a fixed point and such a point is unique if $k_{1}+k_{4}<1$.

Corollary 3.4. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be a complete $\mathfrak{M}$-FCM Space, where $\mathfrak{M}$ is triangular. If $\mathcal{K}: \mathcal{Z} \rightarrow \mathcal{Z}$ is such that for all $\zeta, \eta, \omega \in \mathcal{Z}, \mathrm{c} \in \operatorname{int}(\mathscr{C})$,

$$
\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \eta, \mathcal{K} \omega, \mathbf{c})}-1\right) \leq\left\{\begin{array}{l}
k_{1}\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right)+k_{2}\left(\frac{1}{\mathfrak{M}(\zeta, \mathcal{K} \zeta, \mathcal{K} \zeta, \mathbf{c})}-1\right) \\
+k_{3}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \omega, \mathcal{K} \omega, \mathbf{c})}-1\right)+k_{4}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \eta, \mathcal{K} \eta, \mathbf{c})}-1\right) \\
+k_{5}\left(\frac{1}{\mathfrak{M}(\omega, \mathcal{K} \omega, \mathcal{K} \omega, \mathbf{c})}-1\right)+k_{6}\left(\frac{1}{\mathfrak{M}(\omega, \mathcal{K} \eta, \mathcal{K} \eta, \mathbf{c})}-1\right)
\end{array}\right\}
$$

where $k_{i} \in[0, \infty], i=1, \ldots, 6$ and $\sum_{i=1}^{6} k_{i}<1$. Then $\mathcal{K}$ has a unique fixed point.
Corollary 3.5. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be a complete $\mathfrak{M}$-FCM Space, where $\mathfrak{M}$ is triangular. If $\mathcal{K}: \mathcal{Z} \rightarrow \mathcal{Z}$ satisfies (3.1) with $\sum_{i=1}^{7} k_{i}<1$, then $\mathcal{K}$ has a unique fixed point.

The following theorem gives a more generalized contractive condition which considers almost all forms of possible restrictions.

Theorem 3.6. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be a complete $\mathfrak{M}$-FCM Space, where $\mathfrak{M}$ is triangular. If $\mathcal{K}: \mathcal{Z} \rightarrow \mathcal{Z}$ is such that for all $\zeta, \eta, \omega \in \mathcal{Z}, \mathrm{c} \in \operatorname{int}(\mathscr{C})$,

$$
\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \eta, \mathcal{K} \omega, \mathbf{c})}-1\right) \leq\left\{\begin{array}{l}
k_{1}\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right)+k_{2}\left(\frac{1}{\mathfrak{M}(\zeta, \mathcal{K} \zeta, \omega, \mathbf{c})}-1\right)  \tag{3.8}\\
+k_{3}\left(\frac{1}{\mathfrak{M}(\zeta, \zeta, \mathcal{K} \zeta, \mathbf{c})}-1\right)+k_{4}\left(\frac{1}{\mathfrak{M}(\zeta, \mathcal{K} \zeta, \mathcal{K} \zeta, \mathbf{c})}-1\right) \\
+k_{5}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \eta, \omega, \mathbf{c})}-1\right)+k_{6}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \omega, \omega, \mathbf{c})}-1\right) \\
+k_{7}\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \eta, \omega, \mathbf{c})}-1\right)+k_{8}\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \omega, \eta, \mathbf{c})}-1\right) \\
+k_{9}\left(\frac{1}{\mathfrak{M}(\eta, \eta, \mathcal{K} \eta, \mathbf{c})}-1\right)+k_{10}\left(\frac{1}{\mathfrak{M}(\omega, \omega, \mathcal{K} \omega, \mathbf{c})}-1\right) \\
+k_{11}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \eta, \mathcal{K} \eta, \mathbf{c})}-1\right)+k_{12}\left(\frac{1}{\mathfrak{M}(\omega, \mathcal{K} \omega, \mathcal{K} \omega, \mathbf{c})}-1\right) \\
+k_{13}\left(\frac{1}{\mathfrak{M}(\omega, \mathcal{K} \eta, \mathcal{K} \eta, \mathbf{c})}-1\right)+k_{14}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \omega, \mathcal{K} \omega, \mathbf{c})}-1\right) \\
+k_{15}\left(\frac{1}{\mathfrak{M}(\mathcal{K} \eta, \mathcal{K} \omega, \zeta, \mathbf{c})}-1\right)+k_{16}\left(\frac{1}{\mathfrak{M}(\zeta, \mathcal{K} \eta, \omega, \mathbf{c})}-1\right)
\end{array}\right\},
$$

where $k_{i} \in[0, \infty], i=1, \ldots, 16$ and $k_{1}+\cdots+k_{14}+2\left(k_{15}+k_{16}\right)<1$. Then $\mathcal{K}$ has a unique fixed point.

Proof. Let $\zeta_{0} \in \mathcal{Z}$ be arbitrary. Generate a sequence $\left\{\zeta_{n}\right\}$ with $\zeta_{n}=\mathcal{K} \zeta_{n-1}$ for $n \in \mathbb{N}$. If there exists a non-negative integer $m$ such that $\zeta_{m+1}=\zeta_{m}$, then $\mathcal{K} \zeta_{m}=\zeta_{m}$ and $\zeta_{m}$ becomes a fixed point of $\mathcal{K}$.
Suppose $\zeta_{n} \neq \zeta_{n-1}$ for any $n \in \mathbb{N}$.
As $\mathfrak{M}$ is triangular,

$$
\begin{align*}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \zeta_{n+1}, \zeta_{n-1}, \mathbf{c}\right)}-1\right) & \leq\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n-1}, \zeta_{n}, \mathbf{c}\right)}-1\right)+\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)  \tag{3.9}\\
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) & \leq\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right)+\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \tag{3.10}
\end{align*}
$$

Using (3.8) as in Theorem(3.1), together with (3.9) to (3.10), we arrive at

$$
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \leq \frac{k_{1}+\cdots+k_{4}+k_{15}+k_{16}}{1-\left(k_{5}+\cdots+k_{16}\right)}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right)
$$

Putting $k=\frac{k_{1}+\cdots+k_{4}+k_{15}+k_{16}}{1-\left(k_{5}+\cdots+k_{16}\right)}$, the above inequality becomes

$$
\begin{equation*}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) \leq k\left(\frac{1}{\mathfrak{M}\left(\zeta_{n-1}, \zeta_{n}, \zeta_{n}, \mathbf{c}\right)}-1\right) \tag{3.11}
\end{equation*}
$$

And, this makes the sequence $\left\{\zeta_{n}\right\} \mathfrak{M}$-fuzzy cone contractive. Hence, by Lemma $2.16,\left\{\zeta_{n}\right\}$ is Cauchy in $\mathcal{Z}$. As $\mathcal{Z}$ is complete, there exists $\zeta^{\prime} \in \mathcal{Z}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)=0 \tag{3.12}
\end{equation*}
$$

By repeated application of (3.11), we obtain that

$$
\begin{align*}
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) & \leq k^{n}\left(\frac{1}{\mathfrak{M}\left(\zeta_{0}, \zeta_{1}, \zeta_{1}, \mathbf{c}\right)}-1\right) \\
\lim _{n \rightarrow \infty}\left(\frac{1}{\mathfrak{M}\left(\zeta_{n}, \zeta_{n+1}, \zeta_{n+1}, \mathbf{c}\right)}-1\right) & =0 \tag{3.13}
\end{align*}
$$

From (3.8),

$$
\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right)=\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta_{n}, \mathcal{K} \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right) \leq k^{\prime}\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)
$$

where $k^{\prime}=k_{5}+\cdots+k_{16}$.
Hence,

$$
\lim _{n \rightarrow \infty} \sup \left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \leq k^{\prime}\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right)
$$

As $\mathfrak{M}$ is triangular,

$$
\begin{equation*}
\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \leq\left(\frac{1}{\mathfrak{M}\left(\mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \zeta_{n+1}, \mathbf{c}\right)}-1\right)+\left(\frac{1}{\mathfrak{M}\left(\zeta_{n+1}, \zeta^{\prime}, \zeta^{\prime}, \mathbf{c}\right)}-1\right) \tag{3.14}
\end{equation*}
$$

From (3.13) and (3.14), we can bring that

$$
\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right) \leq k^{\prime}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right)
$$

This gives that $\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathcal{K} \zeta^{\prime}, \mathbf{c}\right)}-1\right)=0$, as $k^{\prime}<1$, and, hence we have $\mathcal{K} \zeta^{\prime}=\zeta^{\prime}$. Thus, we can conclude that $\zeta^{\prime}$ is a fixed point of $\mathcal{K}$.
Suppose $\mathcal{K} \zeta^{\prime \prime}=\zeta^{\prime \prime}$. Then from (3.8) and by Lemma 2.15,

$$
\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \zeta^{\prime \prime}, \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right) \leq k^{\prime \prime}\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \zeta^{\prime \prime}, \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right)
$$

where $k^{\prime \prime}=k_{1}+k_{2}+k_{7}+k_{8}+k_{15}+k_{16}$.
This implies $\left(\frac{1}{\mathfrak{M}\left(\zeta^{\prime}, \zeta^{\prime \prime}, \zeta^{\prime \prime}, \mathbf{c}\right)}-1\right)=0$, as $k^{\prime \prime}<1$, and hence we have $\zeta^{\prime}=\zeta^{\prime \prime}$.
Thus, we can conclude that $\mathcal{K}$ has a unique fixed point.
Corollary 3.7. Let $(\mathcal{Z}, \mathfrak{M}, *)$ be a complete $\mathfrak{M}$-FCM Space, where $\mathfrak{M}$ is triangular. If $\mathcal{K}: \mathcal{Z} \rightarrow \mathcal{Z}$ is such that for all $\zeta, \eta, \omega \in \mathcal{Z}, \mathbf{c} \in \operatorname{int}(c)$,

$$
\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \eta, \mathcal{K} \omega, \mathbf{c})}-1\right) \leq\left\{\begin{array}{l}
k_{1}\left(\frac{1}{\mathfrak{M}(\zeta, \eta, \omega, \mathbf{c})}-1\right)+k_{2}\left(\frac{1}{\mathfrak{M}(\zeta, \mathcal{K} \zeta, \omega, \mathbf{c})}-1\right)+ \\
k_{3}\left(\frac{1}{\mathfrak{M}(\mathcal{K} \zeta, \mathcal{K} \eta, \omega, \mathbf{c})}-1\right)+k_{4}\left(\frac{1}{\mathfrak{M}(\eta, \mathcal{K} \omega, \mathcal{K} \omega, \mathbf{c})}-1\right)+ \\
k_{5}\left(\frac{1}{\mathfrak{M}(\mathcal{K} \eta, \mathcal{K} \omega, \zeta, \mathbf{c})}-1\right)+k_{6}\left(\frac{1}{\mathfrak{M}(\zeta, \mathcal{K} \eta, \omega, \mathbf{c})}-1\right)
\end{array}\right\}
$$

where $k_{i} \in[0, \infty], i=1, \ldots, 6$ and $k_{1}+k_{2}+k_{3}+k_{4}+2\left(k_{5}+k_{6}\right)<1$. Then $\mathcal{K}$ has a unique fixed point.

## Conclusion:

We constructed some fixed point theorems as an extension of Banach contraction theorem by giving a general form of contractive conditions for self-mappings and proved the existence of fixed points for these self-mappings.
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#### Abstract

In this paper, we consider a two-patch model coupled by migration terms, where each patch follows a Richards law. First, we prove the global stability of the model. Second, in the case when the migration rate tends to infinity, the total carrying capacity is given, which in general is different from the sum of the two carrying capacities and depends on the parameters of the growth rate and also on the migration terms. Using the theory of singular perturbations, we give an approximation of the solutions of the system in this case. Finally, we determine the conditions under which fragmentation and migration can lead to a total equilibrium population which might be greater or smaller than the sum of two carrying capacities and we give a complete classification for all possible cases. The total equilibrium population formula for a large migration rate plays an important role in this classification. We show that this choice of local dynamics has an influence on the effect of dispersal. Comparing the dynamics of the total equilibrium population as a function of the migration rate with that of the logistic model, we obtain the same behavior. In particular, we have only three situations that the total equilibrium population can occur: it is always greater than the sum of two carrying capacities, always smaller, and a third case, where the effect of dispersal is beneficial for lower values of the migration rate and detrimental for the higher values. We end by examining the two-patch model where one growth rate is much larger than the second one, we compare the total equilibrium population with the sum of the two carrying capacities.


Keywords: Population dynamics, Richards Model, Asymmetric dispersal, Singular Perturbation.
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## 1 Introduction

Population dynamics is a wide field of mathematics, which contains many problems, among them the effect of migration on the general dynamics of the population. Bibliographies can be found in the work of Levin $[18,19]$ and Holt [15]. There are ecological situations that motivate the representation of space as a finite set of patches connected by migrations, for

[^3]instance, an archipelago with bird populations and predators. It is an example of insular biogeography. A reference work on mathematical models is the book of Levin, Powell and Steele [20], whereas Hanski and Gilpin [13] give a more ecological account of the subject. The standard question in this type of biomathematical problem is to study the effect of migration on the general population dynamics, and the consequences of fragmentation on the persistence or extinction of the population.

The simplest realistic model of population dynamics is the one with exponential growth

$$
\frac{d x}{d t}=r x,
$$

where $r$ is the intrinsic growth rate. To remove unrestricted growth, Verhulst [33] considered that a stable population would have a saturation level characteristic of the environment. To achieve this the exponential model was augmented by a multiplicative factor $1-\frac{x}{K}$, which represents the fractional deficiency of the current size from the saturation level K. In Lotka's analysis [21] of the logistic growth concept, the rate of population growth $d x / d t$, at any moment $t$ is a function of the population size at that moment, $x(t)$, namely,

$$
\frac{d x}{d t}=f(x) .
$$

Since a zero population has zero growth, $x=0$ is an algebraic root of the function $f(x)$. By expanding $f$ as a Taylor series near $x=0$ and setting $f(0)=0$, Lotka obtained the following power series: $f(x)=x\left(f^{\prime}(0)+\frac{x}{2} f^{\prime \prime}(0)\right)$, where higher terms are assumed negligible. By setting $f^{\prime}(0)=r$ and $f^{\prime \prime}(0)=-2 r / K$, where $r$ is the intrinsic growth rate of the population and $K$ is the carrying capacity, one is led to the Verhulst logistic equation

$$
\begin{equation*}
\frac{d x}{d t}=r x\left(1-\frac{x}{K}\right) . \tag{1.1}
\end{equation*}
$$

Turner and co-authors [32] proposed a modified Verhulst logistic equation (1.1) which they termed the generic growth function. It has the form

$$
\begin{equation*}
\frac{d x}{d t}=r x^{1+\mu_{2}\left(1-\mu_{3}\right)}\left[1-\left(\frac{x}{K}\right)^{\mu_{2}}\right]^{\mu_{3}}, \tag{1.2}
\end{equation*}
$$

where $\mu_{2}, \mu_{3}$ are positive exponents and $\mu_{2}<1+\frac{1}{\mu_{3}}$.
Blumberg [4] introduced another growth equation based on a modification of the Verhulst logistic growth equation (1.1) to model population dynamics or organ size evolution. Blumberg observed that the major limitation of the logistic curve was the inflexibility of the inflection point. Blumberg, therefore, introduced what he called the hyperlogistic function, accordingly

$$
\begin{equation*}
\frac{d x}{d t}=r x^{\mu_{1}}\left(1-\frac{x}{K}\right)^{\mu_{3}} . \tag{1.3}
\end{equation*}
$$

Blumberg's equation (1.3) is consistent with the Turner and co-author's generic equation (1.2) when $\mu_{1}=2-\mu_{3}, \mu_{3}<2$, and $\mu_{2}=1$. Von Bertalanffy [3] introduced his growth equation to model fish weight growth. He proposed the form given below which can be seen to be a special case of the Bernoulli differential equation:

$$
\begin{equation*}
\frac{d x}{d t}=r x^{\frac{2}{3}}\left[1-\left(\frac{x}{K}\right)^{\frac{1}{3}}\right] . \tag{1.4}
\end{equation*}
$$

The Turner model does not contain the Bertalanffy one, as the values of the exponents $\mu_{1}=$ $2 / 3, \mu_{2}=1 / 3, \mu_{3}=1$, violate the condition $\mu_{1}=1+\mu_{2}\left(1-\mu_{3}\right)$ stipulated by Turner et al. [32]. It cannot therefore be seen as a special case of Blumberg's equation (1.3). Richards [27] extended the growth equation developed by Von Bertalanffy to fit empirical plant data.

Richards's suggestion was to use the following equation which is also a Bernoulli differential equation

$$
\begin{equation*}
\frac{d x}{d t}=r x\left[1-\left(\frac{x}{K}\right)^{\mu_{2}}\right] . \tag{1.5}
\end{equation*}
$$

Unlike its Von Bertalanffy antecedent however, the Richards growth function does follow from the Turner model (1.2) in the case where $\mu_{3}=1$. For $\mu_{2}=1$, (1.5) trivially reduces to the Verhulst logistic growth equation (1.1), but for $\mu_{2}>1$ the maximum slope of the curve is when $x>K / 2$, and when $0<\mu_{2}<1$, the maximum slope of the curve is when $x<K / 2$. This allows a wider range of curves to be produced, but as $\mu_{2}$ tends towards zero, the lowest value of $x$ at the point of inflexion remains greater than $K / e$, where $e$ represents the universal constant, the base of the natural logarithm. In fact, as $\mu_{2}$ tends towards zero the Richards growth curve tends towards the Gompertz growth curve, which can be derived from the following form of the logistic equation as a limiting case:

$$
\frac{d x}{d t}=\frac{r}{\mu_{2} \mu_{3}} x\left[1-\left(\frac{x}{K}\right)^{\mu_{2}}\right]^{\mu_{3}}=\frac{r}{K^{\mu_{2} \mu_{3}}} x\left(\frac{K^{\mu_{2}}-x^{\mu_{2}}}{\mu_{2}}\right)^{\mu_{3}} .
$$

When $\mu_{2} \rightarrow 0$, we obtain the growth rate modeled by the Gompertz function given by:

$$
\begin{equation*}
\frac{d x}{d t}=r x\left[\ln \left(\frac{x}{K}\right)\right]^{\mu_{3}}, \tag{1.6}
\end{equation*}
$$

with $\mu_{3}>0$ and $\mu_{3} \neq 1$. This special case is more usually known as the hyper Gompertz, generalized ecological growth function, or simply generalized Gompertz function. For $\mu_{3}=1$ the equation (1.6) is the ordinary Gompertz growth ( see [12,24]).

In [31], Tsoularis et al. proposed a new growth rate that includes all the previous growth rates given by:

$$
\begin{equation*}
\frac{d x}{d t}=r x^{\mu_{1}}\left[1-\left(\frac{x}{K}\right)^{\mu_{2}}\right]^{\mu_{3}}, \tag{1.7}
\end{equation*}
$$

where $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are positive real numbers. Unlike Lotka's derivation of the Verhulst logistic growth equation from the truncation of the Taylor series expansion of $f(x)$ near $x=0$, (1.7) cannot be derived from such an expansion unless $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are all positive integers.

In 1977, Freedman and Waltman [9] consider a two-patch model with a single species in logistic population growth as follows:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=r_{1} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)+m\left(x_{2}-x_{1}\right),  \tag{1.8}\\
\frac{d x_{2}}{d t}=r_{2} x_{2}\left(1-\frac{x_{2}}{K_{2}}\right)+m\left(x_{1}-x_{2}\right),
\end{array}\right.
$$

where $x_{i}$ represents the population density in patch $i$, the parameter $r_{i}$ is the intrinsic growth rate, $K_{i}$ is carrying capacity and $m$ is the dispersal rate. Freedman and Waltman show that under certain conditions, the total population abundance can be larger than the total carrying capacities $K_{1}+K_{2}$. Holt [15] generalized these results to a source-sink system. In 2015, Arditi
et al. [1] gave a full mathematical analysis of the model (1.8) of Freedman and Waltman with symmetric dispersal.

In 2018, Arditi et al. [2] extended the model (1.8) by considering asymmetric dispersal, i.e. the model:

$$
\left\{\begin{array}{rl}
\frac{d x_{1}}{d t} & =r_{1} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)+m\left(m_{12} x_{2}-m_{21} x_{1}\right)  \tag{1.9}\\
\frac{d x_{2}}{d t} & =r_{2} x_{2}
\end{array}\left(1-\frac{x_{2}}{K_{2}}\right)+m\left(m_{21} x_{1}-m_{12} x_{2}\right), ~ \$\right.
$$

where $m m_{12}$ and $m m_{21}$ with $m_{i j}>0, i \neq j$ and $m \geq 0$, are the migration terms which describe the flows of individuals from the patch 2 to the patch 1 , and from the patch 1 to the patch 2 respectively. These flows can for example depend on the distance between the patches. By noting that the positive equilibrium $\left(x_{1}^{*}, x_{2}^{*}\right)$ of model (1.9) is the unique positive solution to

$$
\left\{\begin{array}{l}
r_{1} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)+r_{2} x_{2}\left(1-\frac{x_{2}}{K_{2}}\right)=0 \\
x_{2}=\frac{1}{m_{12}}\left(m_{21} x_{1}-\frac{r_{1}}{m} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)\right)
\end{array}\right.
$$

i.e., the intersection of an ellipse and a parabola, they used a graphical method to completely analyze model (1.9) in order to determine when dispersal is either favorable or unfavorable to total population abundance ( see Appendix B).

Wu et al. [35] studied the following two-patch source-sink model:

$$
\left\{\begin{array}{rl}
\frac{d x_{1}}{d t} & =r_{1} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)+m\left(x_{2}-s x_{1}\right)  \tag{1.10}\\
\frac{d x_{2}}{d t} & =r_{2} x_{2}
\end{array}\left(-1-\frac{x_{2}}{K_{2}}\right)+m\left(s x_{1}-x_{2}\right), ~ \$\right.
$$

where the parameter $s$ reflects the dispersal asymmetry. The authors show that the dispersal asymmetry can lead to either an increased total size of the species population in two patches, a decreased total size with persistence in the patches, or even extinction in both patches. They show also that for a large growth rate of the species in the source and a fixed dispersal intensity:

- If the asymmetry is small, the population would persist in both patches and reach a density higher than that without dispersal, in which the population approaches its maximal density at an appropriate asymmetry.
- If the asymmetry is intermediate, the population persists in both patches but reaches a density less than that without dispersal.
- If the asymmetry is large, the population goes to extinction in both patches, and asymmetric dispersal is more favorable than symmetric dispersal under certain conditions.

Kang et al. [16] have considered a two-patch model with Allee effect and dispersal:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=r_{1} x_{1}\left(x_{1}-\theta\right)\left(1-x_{1}\right)+m\left(x_{2}-x_{1}\right)  \tag{1.11}\\
\frac{d x_{2}}{d t}=r_{2} x_{2}\left(x_{2}-\theta\right)\left(1-x_{2}\right)+m\left(x_{1}-x_{2}\right)
\end{array}\right.
$$

where $x_{1}$ and $x_{2}$ denote the population density in two patches. The parameters $m \in[0,1]$ and $\theta$ represent the dispersal intensity and Allee threshold, respectively. It was shown that
the dispersal parameter $m$ and the Allee threshold $\theta$ will affect the global dynamics. Another important two-patch model with additive Allee effect is proposed and studied in [5], given by:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=-x_{1}+m\left(m_{12} x_{2}-m_{21} x_{1}\right)  \tag{1.12}\\
\frac{d x_{2}}{d t}=x_{2}\left(1-x_{2}-\frac{\sigma}{x_{2}+a}\right)+m\left(m_{21} x_{1}-m_{12} x_{2}\right)
\end{array}\right.
$$

where the positive parameters $\sigma$ and $a$ are the Allee effect constants. Note that, the additive Allee effect consists of two cases, i.e., weak and strong Allee effects. That is, if $0<\sigma<a$, it is the weak Allee effect; if $\sigma>a$, it is the strong Allee effect. The authors show that dispersal and Allee effect may lead to persistence or extinction in both patches. Also, by mathematical analysis with numerical simulation, they verified that the total population abundance will increase when the Allee effect constant $a$ increases or $\sigma$ decreases. And the total population density increases when the dispersal rate $m_{12}$ increases or the dispersal rate $m_{21}$ decreases. The reader may refer to $[16,22,23,25,28]$ for more references and details on the effects of dispersal on the total population in discrete space additive Allee effect. For more details and information on the maximization of the total population with logistic growth in a multipatchy environment, the reader is referred to $[7,8,11]$ and the references therein.

This paper is organized as follows: in Section 2, we introduce Richard's model in two patches. Next, in Section 3, we study the behavior of the system (2.1) in the case when the migration rate goes to infinity using perturbation arguments. In Section 4, we compare the total equilibrium population with the sum of the two carrying capacities for all parameter space by using the same method as Arditi et al. [2]. In Section 5, two-patch model (2.1) where one growth rate is much larger than the second one is considered, we compare the total equilibrium population with the sum of two capacities in this case. In Appendix A, we analyze the existence of equilibrium point by geometrical method and we prove also the global stability of the system (2.1) and in Appendix B, we recall some result on two-patch logistic model.

## 2 Two-patch Richards model

Taking the case of two patches, coupled by asymmetric migration terms, and assuming that each patch follows the same Richards law (1.5), the two-patch Richards model can be written in the following form:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+m\left(m_{12} x_{2}-m_{21} x_{1}\right),  \tag{2.1}\\
\frac{d x_{2}}{d t}=r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right]+m\left(m_{21} x_{1}-m_{12} x_{2}\right),
\end{array}\right.
$$

where $x_{i}$ is the population in the patch $i$, the parameters $r_{i}$ and $K_{i}$ are respectively the intrinsic growth rate and the carrying capacity in the patch $i$, and $\mu$ is a positive number. The parameters $m m_{12}$ and $m m_{21}$ with $m_{12}>0$ and $m_{21}>0$, represent the migration terms which describe the flows of individuals from the patch 2 to the patch 1 , and from the patch 1 to the patch 2 respectively. For $\mu=1$, the system (2.1) trivially reduces to Two-patch logistic model (1.9). Note that the system (1.9) is studied in $[1,6,9,10,15]$ in the case where the migration rates satisfy $m_{12}=m_{21}$, and in $[2,26]$ for general migration rates. Model (2.1) has always a
unique positive equilibrium, again denoted by $\mathcal{E}^{*}(m):=\left(x_{1}^{*}(m), x_{2}^{*}(m)\right)$ which satisfies

$$
\left\{\begin{array}{l}
0=r_{1} x_{1}^{*}(m)\left[1-\left(\frac{x_{1}^{*}(m)}{K_{1}}\right)^{\mu}\right]+m\left(m_{12} x_{2}^{*}(m)-m_{21} x_{1}^{*}(m)\right) \\
0=r_{2} x_{2}^{*}(m)\left[1-\left(\frac{x_{2}^{*}(m)}{K_{2}}\right)^{\mu}\right]+m\left(m_{21} x_{1}^{*}(m)-m_{12} x_{2}^{*}(m)\right)
\end{array}\right.
$$

The equilibrium $\mathcal{E}^{*}$ is GAS in $\mathbb{R}^{2} \backslash\{0\}$ (see Appendix A). We thus define the total equilibrium population at the positive equilibrium under dispersal rate, i.e.

$$
\begin{equation*}
X_{T}^{*}(m)=x_{1}^{*}(m)+x_{2}^{*}(m) \tag{2.2}
\end{equation*}
$$

as the total realized asymptotic population abundance.
The main aim of this paper is to study the effect of population dispersal on total population size and to perform the mathematical analysis of the two-patch Richards model (2.1) in the full parameter space. Thus, we extend $[1,2]$ by considering the case $\mu \neq 1$.

## 3 The behavior of the model for a large migration rate

In this section, we aim to study the behavior of the system (2.1) for a large migration rate, i.e. when $m \rightarrow \infty$. We have the following result:

Theorem 3.1. Let $\mathcal{E}^{*}(m)$ be the positive equilibrium of the system (2.1). We then have :

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \mathcal{E}^{*}(m)=\left(\frac{m_{12} r_{1}+m_{21} r_{2}}{m_{12}^{\mu+1} \frac{r_{1}}{K_{1}^{\mu}}+m_{21}^{\mu+1} \frac{r_{2}}{K_{2}^{\mu}}}\right)^{\frac{1}{\mu}}\left(m_{12}, m_{21}\right) \tag{3.1}
\end{equation*}
$$

Proof. Denote $\mathcal{E}^{*}(\infty)$ the limit (3.1). The equilibrium point $\mathcal{E}^{*}(m)$ of the system (2.1) is the solution of the equation $F_{m}=0$, where:
$F_{m}\left(x_{1}, x_{2}\right)=\left(r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right], r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right]+m\left(m_{21} x_{1}-m_{12} x_{2}\right)\right)$.
When $m \rightarrow \infty$, Equation (3.2) becomes:

$$
\begin{equation*}
F_{\infty}\left(x_{1}, x_{2}\right)=\left(r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right], m_{21} x_{1}-m_{12} x_{2}\right) \tag{3.3}
\end{equation*}
$$

The solutions of the equation $F_{\infty}=0$ are given by 0 and $\mathcal{E}^{*}(\infty)$. Therefore, to prove the convergence of $\mathcal{E}^{*}(m)$ to $\mathcal{E}^{*}(\infty)$, it suffices to prove that the origin cannot be a limit point of $\mathcal{E}^{*}(m)$. We claim that for any $m$, there exists $i \in\{1,2\}$ such that $x_{i}^{*}(m) \geq K_{i}$, which entails that $E^{*}(m)$ is bounded away from the origin. If $m_{12} x_{2}^{*}(m) \leq m_{21} x_{1}^{*}(m)$ then we have

$$
r_{2} x_{2}^{*}(m)\left[1-\left(\frac{x_{2}^{*}(m)}{K_{2}}\right)^{\mu}\right] \leq 0
$$

and since $x_{2}^{*}$ cannot be negative or 0 , we have $x_{2}^{*}(m) \geq K_{2}$. Therefore, $\mathcal{E}^{*}(m) \rightarrow \mathcal{E}^{*}(+\infty)$ as $m \rightarrow \infty$.

As a first corollary of the previous theorem we obtain the following result which describes the total equilibrium population when $m \rightarrow \infty$ :

Corollary 3.2. Consider the total equilibrium population (2.2). We have:

$$
\begin{equation*}
X_{T}^{*}(+\infty)=\left(m_{12}+m_{21}\right)\left(\frac{m_{12} r_{1}+m_{21} r_{2}}{m_{12}^{\mu+1} \frac{r_{1}}{K_{1}^{n}}+m_{21}^{\mu+1} \frac{r_{2}}{K_{2}^{t}}}\right)^{\frac{1}{\mu}} \tag{3.4}
\end{equation*}
$$

Notice that, the formula (3.4) shows that the total equilibrium population depends on the migration terms $m_{12}, m_{21}$ and the parameter $\mu$. For $\mu=1$, this formula was obtained for the 2-patch logistic model (1.9) by Freedman and Waltman [10, Theorem 1]. It was also obtained by Arditi et al. [1, Formula (A.13)]. If the migration is symmetric (i.e. $m_{12}=m_{21}$ ), then the total equilibrium population (3.4) does not depend on the flux of migration $m_{12}$ and $m_{21}$ and (3.4) becomes:

$$
X_{T}^{*}(+\infty)=2\left(\frac{r_{1}+r_{2}}{\frac{r_{1}}{K_{1}^{1}}+\frac{r_{2}}{K_{2}^{n}}}\right)^{\frac{1}{\mu}}
$$

In [1], Arditi et al. also obtained the formula (3.4), in the 2-patch case with logistic model and symmetric migration, ( i.e. the system (1.9) with $m_{12}=m_{21}=1$ ) by using singular perturbation theory, see [1, Formula (A.13)]. They showed that, if $\left(x_{1}(t, m), x_{2}(t, m)\right)$ is the solution of (1.9), with initial condition $\left(x_{1}^{0}, x_{2}^{0}\right)$, then, when $m \rightarrow \infty$, the total population $x_{1}(t, m)+x_{2}(t, m)$ is approximated by $X(t)$, the solution of the logistic equation:

$$
\left\{\begin{array}{l}
\frac{d X}{d t}=r X\left(1-\frac{X}{2 K}\right),  \tag{3.5}\\
X(0)=x_{1}^{0}+x_{2}^{0}
\end{array}\right.
$$

where $r=\frac{r_{1}+r_{2}}{2}, K=\frac{r_{1}+r_{2}}{\alpha_{1}+\alpha_{2}}$ and $\alpha_{i}=\frac{r_{i}}{K_{i}}$. Therefore the total population behaves like the unique logistic equation given by (3.5). In addition, one obtains the following property: with the exception of a small initial interval, the populations density $x_{1}(t, m)$ and $x_{2}(t, m)$ are both approximated by $X(t) / 2$, see [1, Proposition 3]. Therefore, this approximation shows that, when $t$ and $m$ tend to $\infty$, the density population $x_{i}(t, m)$ tends toward $\frac{r_{1}+r_{2}}{\alpha_{1}+\alpha_{2}}$, and in addition, $x_{i}(t, m)$ quickly jumps from its initial condition $x_{i}^{0}$ to the average $X_{0} / 2$ and then is very close to $X(t) / 2$. Our aim is to generalize this result for the 2-patch model (2.1) for all $\mu$ positive. To avoid any confusion with $X(t)$, which is the total population, we denote $Z(t)$ the solution of the equation (3.6), and we prove that $X(t)$ is asymptotically equivalent, when $m$ goes to infinity, to $Z(t)$. We have the following result

Theorem 3.3. Let $\left(x_{1}(t, m), x_{2}(t, m)\right)$ be the solution of the system (2.1) with initial condition ( $x_{1}^{0}, x_{2}^{0}$ ) satisfying $x_{i}^{0} \geq 0$ for $i=1,2$. Let $Z(t)$ be the solution of the Richards equation

$$
\left\{\begin{array}{l}
\frac{d X}{d t}=r X\left[1-\left(\frac{X}{\left(m_{12}+m_{21}\right) K}\right)^{\mu}\right],  \tag{3.6}\\
X(0)=x_{1}^{0}+x_{2}^{0},
\end{array}\right.
$$

where $r=\frac{m_{12} r_{1}+m_{21} r_{2}}{m_{12}+m_{21}}$ and $K=\left[\frac{m_{12} r_{1}+m_{21} r_{2}}{m_{12}^{\mu+1} \frac{1}{k_{1}^{\mu}}+m_{21}^{\mu+1} \frac{r_{2}}{K_{2}^{\mu}}}\right]^{\frac{1}{\mu}}$. Then, when $m \rightarrow \infty$, we have

$$
\begin{equation*}
x_{1}(t, m)+x_{2}(t, m)=Z(t)+o_{m}(1), \quad \text { uniformly for } t \in[0,+\infty) \tag{3.7}
\end{equation*}
$$

and, for any $t_{0}>0$, we have

$$
\left\{\begin{align*}
x_{1}(t, m) & =\frac{m_{12}}{m_{12}+m_{21}} Z(t)+o_{m}(1)  \tag{3.8}\\
x_{2}(t, m) & =\frac{m_{21}}{m_{12}+m_{21}} Z(t)+o_{m}(1) \quad \text { uniformly for } t \in\left[t_{0},+\infty\right)
\end{align*}\right.
$$

Proof. Let $X(t, m)=x_{1}(t, m)+x_{2}(t, m)$. We rewrite the system (2.1) using the variables ( $X, x_{1}$ ). One obtains:

$$
\left\{\begin{align*}
\frac{d X}{d t} & =r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+r_{2}\left(X-x_{1}\right)\left[1-\left(\frac{X-x_{1}}{K_{2}}\right)^{\mu}\right]  \tag{3.9}\\
\frac{d x_{1}}{d t} & =r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+m\left(m_{12} X-\left(m_{12}+m_{21}\right) x_{1}\right)
\end{align*}\right.
$$

When $m \rightarrow \infty,(3.9)$ is a slow-fast system, with one slow variable, $X$, and one fast variable $x_{1}$. According to Tikhonov's Theorem [17,30,34] we consider the dynamics of the fast variable in the time scale $\tau=m t$. One obtains

$$
\frac{d x_{1}}{d \tau}=\frac{1}{m} r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+m_{12} X-\left(m_{12}+m_{21}\right) x_{1}
$$

In the limit $m \rightarrow \infty$, we find the fast dynamics

$$
\begin{equation*}
\frac{d x_{1}}{d \tau}=m_{12} X-\left(m_{12}+m_{21}\right) x_{1} \tag{3.10}
\end{equation*}
$$

The slow manifold is formed by the equilibrium points of the fast equation (3.10), which given by:

$$
\begin{equation*}
x_{1}^{*}=\frac{m_{12}}{m_{12}+m_{21}} X \tag{3.11}
\end{equation*}
$$

Since $x_{1}^{*}$ is GAS for the system (3.10), the Theorem of Tikhonov ensures that after a fast transition toward the slow manifold, the solutions of (3.9) are approximated by the solutions of the reduced model which is obtained by replacing (3.11) into the dynamics of the slow variable, that is:

$$
\begin{equation*}
\frac{d X}{d t}=r_{1} \frac{m_{12}}{m_{12}+m_{21}} X\left[1-\left(\frac{m_{12} X}{\left(m_{12}+m_{21}\right) K_{1}}\right)^{\mu}\right]+r_{2} \frac{m_{21}}{m_{12}+m_{21}} X\left[1-\left(\frac{m_{21} X}{\left(m_{12}+m_{21}\right) K_{2}}\right)^{\mu}\right] \tag{3.12}
\end{equation*}
$$

which gives the equation (3.6). Since (3.6) admits

$$
X^{*}=\left(m_{12}+m_{21}\right) K=\left(m_{12}+m_{21}\right)\left[\frac{m_{12} r_{1}+m_{21} r_{2}}{m_{12}^{\mu+1} \frac{r_{1}}{K_{1}^{\mu}}+m_{21}^{\mu+1} \frac{r_{2}}{K_{2}^{\mu}}}\right]^{\frac{1}{\mu}}
$$

as a positive equilibrium point, which is GAS in the positive axis, the approximation given by Tikhonov's Theorem holds for all $t \geq 0$ for the slow variable and for all $t \geq t_{0}>0$ for the fast variable, where $t_{0}$ is small as we want. Therefore, let $Z(t)$ be the solution of the reduced model (3.12) of initial condition $Z(0)=X(0, m)=x_{1}^{0}+x_{2}^{0}$, then, when $m \rightarrow \infty$, we have the approximations (3.7) and (3.8).

In the case where the migration rate tends to infinity, the approximation (3.7) shows that the total population behaves like a unique equation of Richards (3.6) and then, when $t$ and $m$ tend to $\infty$, the total population $x_{1}(t, m)+x_{2}(t, m)$ tends towards $X_{T}^{*}(\infty)$ defined by (3.4) as stated in Corollary 3.2. The approximation (3.8) shows that, with the exception of a thin initial boundary layer, where the density population $x_{1}(t, m)$ and $x_{2}(t, m)$ quickly jumps from its initial condition $x_{1}^{0}$ and $x_{2}^{0}$ to $m_{12} X_{0} /\left(m_{12}+m_{12}\right)$ and $m_{21} X_{0} /\left(m_{12}+m_{12}\right)$ respectively. The first ( resp. second) patch behaves like the single Richards equation

$$
\begin{equation*}
\frac{d z}{d t}=r z\left[1-\left(\frac{z}{m_{12} K}\right)^{\mu}\right] \quad\left(\text { resp. } \frac{d z}{d t}=r z\left[1-\left(\frac{z}{m_{21} K}\right)^{\mu}\right]\right), \tag{3.13}
\end{equation*}
$$

where $r$ and $K$ are defined in (3.6). Hence, when $t$ and $m$ tend to $\infty$, the density population $x_{1}(t, m)$ and $x_{2}(t, m)$ tends toward $m_{12} K$ and $m_{21} K$ respectively, as stated in Theorem 3.1.

## 4 Influence of dispersal on the total population size

In [2], Arditi et al. have considered the system (1.9) and they showed that there are only three cases that can occur: the case where the total equilibrium population is always greater than the sum of carrying capacities, the case where it is always smaller, and a third case, where the effect of dispersal is beneficial for lower values of the migration rate $m$ and detrimental for the higher values. More precisely, it was shown in [2], that the following trichotomy holds

- If $X_{T}^{*}(+\infty)>K_{1}+K_{2}$ then $X_{T}^{*}(m)>K_{1}+K_{2}$ for all $m>0$.
- If $\frac{d}{d m} X_{T}^{*}(0)>0$ and $X_{T}^{*}(+\infty)<K_{1}+K_{2}$, then there exists $m_{0}>0$ such that $X_{T}^{*}(m)>$ $K_{1}+K_{2}$ for $0<m<m_{0}, X_{T}^{*}(m)<K_{1}+K_{2}$ for $m>m_{0}$ and $X_{T}^{*}\left(m_{0}\right)=K_{1}+K_{2}$.
- If $\frac{d}{d m} X_{T}^{*}(0)<0$, then $X_{T}^{*}(m)<K_{1}+K_{2}$ for all $m>0$.

Therefore, the condition $X_{T}^{*}(m)=K_{1}+K_{2}$ holds only for $m=0$ and at most for one positive value $m=m_{0}$. The value $m_{0}$ exists if and only if $\frac{d}{d m} X_{T}^{*}(0)>0$ and $X_{T}^{*}(+\infty)<K_{1}+K_{2}$.

In this section, we generalize the result of Arditi et al. [2] by considering the case where $\mu \neq 1$ in the system (2.1). We analyze the effect of dispersal on the total equilibrium population for the Richards system (2.1). Using the method of Arditi et al. [2], we describe the position affects the equilibrium $\mathcal{E}^{*}(m)$ of (2.1) when the migration rate varies from zero to infinity. The total equilibrium population $X_{T}^{*}(+\infty)$, given by equation (3.4), play a vary important role in the characterization of the different possible positions of the equilibrium $\mathcal{E}^{*}$. As for the 2-patch logistic model (1.9), we prove that exactly three cases can occur. More precisely we have the following theorem:

Theorem 4.1. Consider the system (2.1). Let $X_{T}^{*}(\infty)$ be defined by (3.4). Then,

1. If $r_{1}=r_{2}$, then $X_{T}^{*}(m) \leq K_{1}+K_{2}$ for all $m \geq 0$.
2. If $r_{1}<r_{2}$, then
(a) If $\frac{m_{21}}{m_{12}}<\frac{K_{1}}{K_{2}}$, then
i. If $X_{T}^{*}(\infty) \geq K_{1}+K_{2}$, then $X_{T}^{*}(m) \geq K_{1}+K_{2}$ for all $m \geq 0$.
ii. If $X_{T}^{*}(\infty)<K_{1}+K_{2}$, there is an $m_{0}>0$ such that:
A. If $m<m_{0}$, then $X_{T}^{*}(m) \geq K_{1}+K_{2}$.
B. If $m \geq m_{0}$, then $X_{T}^{*}(m) \leq K_{1}+K_{2}$.
(b) If $\frac{m_{21}}{m_{12}}>\frac{K_{1}}{K_{2}}$, then $X_{T}^{*}(m) \leq K_{1}+K_{2}$ for all $m \geq 0$.
(c) If $\frac{m_{21}}{m_{12}}=\frac{K_{1}}{K_{2}}$, then $X_{T}^{*}(m)=K_{1}+K_{2}$ for all $m \geq 0$, i.e. the equilibrium $\mathcal{E}^{*}$ does not depend on $m$.
3. If $r_{1}>r_{2}$, then
(a) If $\frac{m_{21}}{m_{12}}>\frac{K_{1}}{K_{2}}$, then
i. If $X_{T}^{*}(\infty) \geq K_{1}+K_{2}$, then $X_{T}^{*}(m) \geq K_{1}+K_{2}$.
ii. If $X_{T}^{*}(\infty)<K_{1}+K_{2}$, there is a $m_{0}>0$ such that:
A. If $m<m_{0}$, then $X_{T}^{*}(m) \geq K_{1}+K_{2}$.
B. If $m \geq m_{0}$, then $X_{T}^{*}(m) \leq K_{1}+K_{2}$.
(b) If $\frac{m_{21}}{m_{12}}<\frac{K_{1}}{K_{2}}$, then $X_{T}^{*}(m) \leq K_{1}+K_{2}$ for all $m \geq 0$.
(c) If $\frac{m_{21}}{m_{12}}=\frac{K_{1}}{K_{2}}$, then $X_{T}^{*}(m)=K_{1}+K_{2}$ for all $m \geq 0$, i.e. the equilibrium $\mathcal{E}^{*}$ does not depend on $m$.

Proof. First, we consider the line $\Delta$ with Cartesian equation $x_{1}+x_{2}=K_{1}+K_{2}$, of slope -1 and passing through the point $A=\left(K_{1}, K_{2}\right)$. The equilibrium point $\mathcal{E}^{*}$ is always on the curve $\mathcal{C}_{\mu}$ (see Appendix A). For $m=0, \mathcal{E}^{*}$ coincides with $A$. When $m$ increases, $\mathcal{E}^{*}$ describes an arc of the curve $\mathcal{C}_{\mu}$ and ends at point $\mathcal{E}^{*}(\infty)$ given in equation (3.1).

1. The equation of the tangent line to the curve $\mathcal{C}_{\mu}$ at the point $\mathcal{A}$ is given by:

$$
\begin{equation*}
\left(x_{1}-K_{1}\right) \frac{\partial \Phi_{\mu}}{\partial x_{1}}(\mathcal{A})+\left(x_{2}-K_{2}\right) \frac{\partial \Phi_{\mu}}{\partial x_{2}}(\mathcal{A})=0 \tag{4.1}
\end{equation*}
$$

where the function $\Phi_{\mu}$ is given by the equation (A.2). Since $\frac{\partial \Phi_{\mu}}{\partial x_{1}}(\mathcal{A})=-\mu r_{1}$ and $\frac{\partial \Phi_{\mu}}{\partial x_{2}}(\mathcal{A})=-\mu r_{2}$, Equation (4.1) becomes simply

$$
\begin{equation*}
r_{1} x_{1}+r_{2} x_{2}=r_{1} K_{1}+r_{2} K_{2} . \tag{4.2}
\end{equation*}
$$

If $r_{1}=r_{2}$ in the equation (4.2), the tangent space to the the curve $\mathcal{C}_{\mu}$ at $\mathcal{A}$ is the line $\Delta$. By the concavity of $\mathcal{C}_{\mu}$, any point of $\mathcal{C}_{\mu}$ lies below the line $\Delta$. Therefore $\mathcal{E}^{*}(m)$ satisfies $x_{1}^{*}(m)+x_{2}^{*}(m) \leq K_{1}+K_{2}$, for all $m \geq 0$ ( see figure 4.1), which completes the proof of item 1.
2. We suppose now that $r_{1}<r_{2}$, then the line $\Delta$ makes a second intersection with the curve $\mathcal{C}_{\mu}$ at a point noted $C$. This intersection is below the line $\Sigma: x_{2}=\frac{K_{2}}{K_{1}} x_{1}$ (as shown in the figures 4.2, 4.3 and 4.4). When $m \rightarrow \infty$, the curve $M_{m, \mu}$ defined by (A.3), goes to the oblique line $M_{\infty, \mu}: x_{2}=\frac{m_{21}}{m_{12}} x_{1}$. The intersection points between the line $M_{\infty, \mu}$ and the curve $\mathcal{C}_{\mu}$ are the origin and $\mathcal{E}^{*}(\infty)$. If the line $M_{\infty, \mu}$ is below the line $\Sigma$, that is $m_{21} / m_{12}<K_{1} / K_{2}$, we have two possible cases for the relative positions of the point $\mathcal{E}^{*}(\infty)$ and the line $\Delta$. In the case where $\mathcal{E}^{*}(\infty)$ is above the line $\Delta$, that is $X_{T}^{*}(\infty) \geq K_{1}+K_{2}$, then the equilibrium point start at point $A$ and when $m$ increases from 0 to $\infty, \mathcal{E}^{*}(m)$ moves along the curve $\mathcal{C}_{\mu}$ and ends at the point $\mathcal{E}^{*}(\infty)$. Equivalently, the total equilibrium population start, for $m=0$, with the value $K_{1}+K_{2}$ and satisfies


Figure 4.1: The illustration of item 1 of Theorem 4.1. The curve $\mathcal{C}_{\mu}$ is shown in red for some values of $\mu$ and the straight line $\Delta$ in blue. The total equilibrium population is always smaller than $K_{1}+K_{2}$ for all $m$ because it belongs to the curve $\mathcal{C}_{\mu}$.


Figure 4.2: The illustration of item (2.a.i) of Theorem 4.1. The curve $\mathcal{C}_{\mu}$ is shown in red for some values of $\mu$, the straight lines $\Delta, \Sigma$ and $M_{\infty, \mu}$ are shown in blue, cyan and green respectively. The total equilibrium point is always greater than $K_{1}+K_{2}$ for all $m$, because it belongs to the curve $\mathcal{C}_{\mu}$ and the limit point $\mathcal{E}^{*}(\infty)$ is above $\Delta$. As the migration rate increases from 0 to $\infty$, the equilibrium point varies along the curve $\mathcal{C}_{\mu}$ from $A$ to $\mathcal{E}^{*}(\infty)$.
the inequality $x_{1}^{*}(m)+x_{2}^{*}(m) \geq K_{1}+K_{2}$ for all $m$, which completes the proof of item (2.a.i). ( see figure 4.2).

In the case where $\mathcal{E}^{*}(\infty)$ is below the line $\Delta$, that is $X_{T}^{*}(\infty)<K_{1}+K_{2}$, the equilibrium point $\mathcal{E}^{*}(m)$ start, for $m=0$, at point $A$ and when $m$ increases from 0 to $\infty$, it moves along the curve $\mathcal{C}_{\mu}$, passes through the point $\mathcal{C}$ for a certain $m_{0}$ and ends at the point $\mathcal{E}^{*}(\infty)$. Therefore, the total equilibrium is greater than $K_{1}+K_{2}$ for $m<m_{0}$ and smaller than $K_{1}+K_{2}$ for all $m \geq m_{0}$, which completes the proof of item (2.a.ii) ( see figure 4.3).


Figure 4.3: The illustration of item (2.a-ii) of Theorem 4.1. The curve $\mathcal{C}_{\mu}$ is shown in red for some values of $\mu$, the straight lines $\Delta, \Sigma$ and $M_{\infty, \mu}$ are shown in blue, cyan and green respectively. As the limit point $\mathcal{E}^{*}(\infty)$ is above $\Delta$, then, when the migration rate increases from 0 to $\infty$, the equilibrium point varies along the curve $\mathcal{C}_{\mu}$ from $A$ to $\mathcal{E}^{*}(\infty)$, passing through the point $C$ which is the other point of intersection between the curve $\mathcal{C}_{\mu}$ and the line $\Delta$.

If the line $M_{\infty, \mu}$ is above the line $\Sigma$, that is $m_{21} / m_{12}>K_{1} / K_{2}$, then the total equilibrium population is smaller than the sum of carrying capacities for all $m$. This completes the proof of item (2.b). ( see figure 4.4).
It is clear that if the two lines $\Sigma$ and $M_{\infty, \mu}$ are identical, i.e. $\mathcal{A}=\mathcal{E}^{*}(\infty)$, then the total equilibrium population does not depend on migration rate $m$. Therefore, $x_{1}^{*}(m)=K_{1}$ and $x_{2}^{*}(m)=K_{2}$ for all $m \geq 0$. This gives the proof of item (2.c).
3. As the role of the variables of the system (2.1) is symmetrical, this case is analogous to case 2.

According to the previous theorem, we concluded that, the dispersal can lead to an increased or decreased the total equilibrium population with persistence in each patch.

Proposition 4.2. The derivative of the total equilibrium population $X_{T}^{*}$ at $m=0$ is given by:

$$
\begin{equation*}
\frac{d X_{T}^{*}}{d m}(0)=\frac{1}{\mu}\left(m_{12} K_{2}-m_{21} K_{1}\right)\left(\frac{1}{r_{1}}-\frac{1}{r_{2}}\right) \tag{4.3}
\end{equation*}
$$



Figure 4.4: The illustration of item (b) of Theorem 4.1. The curve $\mathcal{C}_{\mu}$ is shown in red for some values of $\mu$, the straight lines $\Delta, \Sigma$ and $M_{\infty, \mu}$ are shown in blue, cyan and green respectively. The total equilibrium is always smaller than $K_{1}+K_{2}$ for all $m$.

In particular, $\frac{d X_{T}^{*}}{d m}(0)=0$ if and only if, $r_{1}=r_{2}$ or $\frac{K_{1}}{K_{2}}=\frac{m_{12}}{m_{21}}$.
Proof. The equilibrium point $\mathcal{E}^{*}(m)$ satisfies the system

$$
\left\{\begin{array}{l}
0=r_{1} x_{1}^{*}(m)\left[1-\left(\frac{x_{1}^{*}(m)}{K_{1}}\right)^{\mu}\right]+m\left(m_{12} x_{2}^{*}(m)-m_{21} x_{1}^{*}(m)\right)  \tag{4.4}\\
0=r_{2} x_{2}^{*}(m)\left[1-\left(\frac{x_{2}^{*}(m)}{K_{2}}\right)^{\mu}\right]+m\left(m_{21} x_{1}^{*}(m)-m_{12} x_{2}^{*}(m)\right) .
\end{array}\right.
$$

Dividing the first and the second equation by $\frac{r_{1}}{K_{1}^{!}} x_{1}^{*}(m)$ and $\frac{r_{2}}{K_{2}^{!}} x_{2}^{*}(m)$ respectively, one obtains

$$
\left\{\begin{array}{l}
x_{1}^{*}(m)=\left(K_{1}^{\mu}+m \frac{m_{12} x_{2}^{*}(m)-m_{21} x_{1}^{*}(m)}{\frac{r_{1}}{K_{1}^{\mu}} x_{1}^{*}(m)}\right)^{\frac{1}{\mu}},  \tag{4.5}\\
x_{2}^{*}(m)=\left(K_{2}^{\mu}+m \frac{m_{21} x_{1}^{*}(m)-m_{12} x_{2}^{*}(m)}{\frac{r_{2}}{K_{2}^{\mu}} x_{2}^{*}(m)}\right)^{\frac{1}{\mu}}
\end{array}\right.
$$

Hence, the total equilibrium population $X_{T}^{*}$ is given by

$$
\begin{equation*}
X_{T}^{*}(m)=\left(K_{1}^{\mu}+m \frac{m_{12} x_{2}^{*}(m)-m_{21} x_{1}^{*}(m)}{\frac{r_{1}}{K_{1}^{\mu}} x_{1}^{*}(m)}\right)^{\frac{1}{\mu}}+\left(K_{2}^{\mu}+m \frac{m_{21} x_{1}^{*}(m)-m_{12} x_{2}^{*}(m)}{\frac{r_{2}}{K_{2}^{\mu}} x_{2}^{*}(m)}\right)^{\frac{1}{\mu}} \tag{4.6}
\end{equation*}
$$

By differentiating the equation (4.6) at $m=0$, we get:

$$
\begin{equation*}
\frac{d X_{T}^{*}}{d m}(0)=\frac{1}{\mu}\left(\frac{m_{12} x_{2}^{*}(0)-m_{21} x_{1}^{*}(0)}{\frac{r_{1}}{K_{1}^{\mu}} x_{1}^{*}(0)}\right) K_{1}^{1-\mu}+\frac{1}{\mu}\left(\frac{m_{21} x_{1}^{*}(0)-m_{12} x_{2}^{*}(0)}{\frac{r_{2}}{K_{2}^{\mu}} x_{2}^{*}(0)}\right) K_{2}^{1-\mu} \tag{4.7}
\end{equation*}
$$

which gives (4.3), since $x_{1}^{*}(0)=K_{1}$ and $x_{2}^{*}(0)=K_{2}$.

Note that, the derivative (4.3) is dependent on all the parameters of the model. it is equal to zero if and only if both patches have the same growth rates or $m_{12} K_{2}=m_{21} K_{1}$, positive if $r_{1}<r_{2}$ and $m_{12} K_{2}>m_{21} K_{1}$, or $r_{1}>r_{2}$ and $m_{12} K_{2}<m_{21} K_{1}$.

As a corollary of the previous theorem, we have the result:
Corollary 4.3. Let $\mu_{i}, i=1, \ldots, n$, be a positive number such that $0<\mu_{0}<\ldots<\mu_{n}$. Consider the following systems:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu_{i}}\right]+m\left(m_{12} x_{2}-m_{21} x_{1}\right)  \tag{4.8}\\
\frac{d x_{2}}{d t}=r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu_{i}}\right]+m\left(m_{21} x_{1}-m_{12} x_{2}\right)
\end{array}\right.
$$

where the parameters $r_{i}, K_{i}, m_{12}$ and $m_{21}$ are as in (2.1). Let $X_{T}^{*}\left(m, \mu_{i}\right), i=1, \ldots, n$ be the total equilibrium population of (4.8). Then, the sequence $\left(X_{T}^{*}\left(m, \mu_{i}\right)\right)_{1 \leq i \leq n}$ is increasing. In particular, when $m \rightarrow \infty$, we have:

$$
X_{T}^{*}\left(\infty, \mu_{1}\right)<\ldots<X_{T}^{*}\left(\infty, \mu_{n}\right) .
$$

Proof. The equilibrium point of the system (4.8) is always on the curve noted $\mathcal{C}_{\mu_{i}}$ given by

$$
\mathcal{C}_{\mu_{i}}: \quad r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu_{i}}\right]+r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu_{i}}\right]=0 .
$$

These curves intersect at four points $(0,0),\left(0, K_{2}\right),\left(K_{1}, 0\right)$ and $\left(K_{1}, K_{2}\right)$. If $\mu_{i}<\mu_{j}$ for some $i$ and $j$, then the curve $\mathcal{C}_{\mu_{i}}$ is below the curve $\mathcal{C}_{\mu_{j}}$ as shown in the figure A. 1 and in the others figures 4.1, 4.2, 4.3 and 4.4. Therefore, the total equilibrium population $X_{T}^{*}\left(m, \mu_{i}\right)<X_{T}^{*}\left(m, \mu_{j}\right)$ for all $m>0$ and for all $i, j \in\{1, \ldots, n\}$.

## 5 Two-patch model where one growth rate is much larger than the second one

In this section, we consider the two-patch model (2.1) and we assume that the growth rate in the second patch is much larger than in the first. For simplicity we denote $m_{2}:=m_{12}>0$ the migration rate from patch 2 to patch 1 and $m_{1}:=m_{21}>0$ from patch 1 to patch 2. Mathematically, the model (2.1) is written under this assumption as follows:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+m\left(m_{2} x_{2}-m_{1} x_{1}\right),  \tag{5.1}\\
\frac{d x_{2}}{d t}=\frac{r_{2}}{\epsilon} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right]+m\left(m_{1} x_{1}-m_{2} x_{2}\right),
\end{array}\right.
$$

where $\epsilon$ is assumed to be a small positive number. We denote $E^{*}(m, \epsilon)=\left(x_{1}^{*}(m, \epsilon), x_{2}^{*}(m, \epsilon)\right)$, the positive equilibrium of (5.1), which is GAS, and $X_{T}^{*}(m, \epsilon):=x_{1}^{*}(m, \epsilon)+x_{2}^{*}(m, \epsilon)$ the total equilibrium. The behavior of the model (5.1) for perfect mixing (i.e. $m \rightarrow \infty$ ) is given by the following formula:

$$
\begin{equation*}
X_{T}^{*}(+\infty, \epsilon)=\left(m_{1}+m_{2}\right)\left(\frac{\epsilon m_{2} r_{1}+m_{1} r_{2}}{\epsilon m_{2}^{\mu+1} r_{1} / K_{1}^{\mu}+m_{1}^{\mu+1} r_{2} / K_{2}^{\mu}}\right)^{\frac{1}{\mu}}, \tag{5.2}
\end{equation*}
$$

and the derivative of the total equilibrium population $X_{T}^{*}(m, \epsilon)$ at $m=0$ becomes

$$
\begin{equation*}
\frac{d X_{T}^{*}}{d t}(0, \epsilon)=\frac{1}{\mu}\left(m_{12} K_{2}-m_{21} K_{1}\right)\left(\frac{1}{r_{1}}-\frac{\epsilon}{r_{2}}\right) . \tag{5.3}
\end{equation*}
$$

First, we have the result:
Theorem 5.1. Let $\left(x_{1}(t, \epsilon), x_{2}(t, \epsilon)\right)$ be the solution of the system (5.1) with initial condition $\left(x_{1}^{0}, x_{2}^{0}\right)$ satisfying $x_{i}^{0} \geq 0$ for $i=1,2$. Let $z(t)$ be the solution of the differential equation

$$
\begin{equation*}
\frac{d x_{1}}{d t}=r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+m\left(m_{2} K_{2}-m_{1} x_{1}\right)=: \varphi_{\mu}\left(x_{1}\right), \tag{5.4}
\end{equation*}
$$

with initial condition $z(0)=x_{1}^{0}$. Then, when $\epsilon \rightarrow 0$, we have

$$
\begin{equation*}
x_{1}(t, \epsilon)=z(t)+o_{\epsilon}(1), \quad \text { uniformly for } t \in[0,+\infty) \tag{5.5}
\end{equation*}
$$

and, for any $t_{0}>0$, we have

$$
\begin{equation*}
x_{2}(t, \epsilon)=K_{2}+o_{\epsilon}(1), \quad \text { uniformly for } \quad t \in\left[t_{0},+\infty\right) . \tag{5.6}
\end{equation*}
$$

Proof. When $\epsilon \rightarrow 0$, the system (5.1) is a slow-fast system, with one slow variable, $x_{1}$, and one fast variable, $x_{2}$. Tikhonov's Theorem $[17,30,34]$ prompts us to consider the dynamics of the fast variable in the time scale $\tau=\frac{1}{\epsilon} t$. One obtains

$$
\frac{d x_{2}}{d \tau}=r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right]+\epsilon m\left(m_{1} x_{1}-m_{2} x_{2}\right) .
$$

In the limit $\epsilon \rightarrow 0$, we find the fast dynamics

$$
\begin{equation*}
\frac{d x_{2}}{d \tau}=r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right] . \tag{5.7}
\end{equation*}
$$

The slow manifold is given by the positive equilibrium of the system (5.7), i.e. $x_{2}=K_{2}$, which is GAS in the positive axis. When $\epsilon$ goes to zero, Tikhonov's Theorem ensures that after a fast transition toward the slow manifold, the solutions of (5.1) converge to the solutions of the reduced model (5.4), obtained by replacing $x_{2}=K_{2}$ into the dynamics of the slow variable.

The differential equation (5.4) admits unique positive equilibrium, which is GAS. Indeed, we distinguish two cases according to sign of $r_{1}-m m_{1}$. First, note that, if $r_{1}-m m_{1}=0$, then $\frac{d \varphi_{\mu}}{d x_{1}}\left(x_{1}\right)=-(\mu+1) \frac{r_{1}}{K_{1}^{\prime}} x_{1}^{\mu}+r_{1}-m m_{1}=0$ if and only if $x_{1}=0$.
If $r_{1}-m m_{1}<0$, then $\frac{d \varphi_{\mu}}{d x_{1}}\left(x_{1}\right)=-(\mu+1) \frac{r_{1}}{K_{1}^{\mu}} x_{1}^{\mu}+r_{1}-m m_{1}<0$, for all $x_{1} \geq 0$. In addition, $\varphi_{\mu}(0)>0$ and $\varphi_{\mu} \rightarrow-\infty$ when $x_{1}$ goes to infinity. So, there exists a unique positive solution of $\varphi_{\mu}\left(x_{1}\right)=0$. Denote $x_{1}^{*}\left(m, 0^{+}\right)$this solution. As $\varphi_{\mu}\left(x_{1}\right)>0$ for all $0 \leq x_{1}<x_{1}^{*}\left(m, 0^{+}\right)$and $\varphi_{\mu}\left(x_{1}\right)<0$ for all $x_{1}>x_{1}^{*}\left(m, 0^{+}\right)$then, the equilibrium $x_{1}^{*}\left(m, 0^{+}\right)$is GAS in the positive axis. If $r_{1}-m m_{1}>0$, then $\frac{d \varphi_{\mu}}{d x_{1}}\left(x_{1}\right)=0$ implies $\tilde{x_{1}}:=\left(\frac{r_{1}-m m_{1}}{(\mu+1) r_{1} / K_{1}^{\mu}}\right)^{\frac{1}{\mu}}>0$. So $\varphi_{\mu}$ is increasing on [ $0, \tilde{x}_{1}[$ and decreasing on $] \tilde{x}_{1}, \infty\left[\right.$. In addition, $\varphi_{\mu}(0)>0$ and $\varphi_{\mu} \rightarrow-\infty$ when $x_{1}$ goes to infinity. So, there exists unique positive solution of $\varphi_{\mu}\left(x_{1}\right)=0$ denoted $x_{1}^{*}\left(m, 0^{+}\right)$. As $\varphi_{\mu}\left(x_{1}\right)>0$ for all $0 \leq x_{1}<x_{1}^{*}\left(m, 0^{+}\right)$and $\varphi_{\mu}\left(x_{1}\right)<0$ for all $x_{1}>x_{1}^{*}\left(m, 0^{+}\right)$then, the equilibrium $x_{1}^{*}\left(m, 0^{+}\right)$is GAS in the positive axis. Therefore, the approximation given by Tikhonov's Theorem holds for all $t \geq 0$ for the slow variable and for all $t \geq t_{0}>0$ for the fast variable, where $t_{0}$ is as small as we want. Therefore, if $z(t)$ is the solution of the reduced model (5.4) of initial condition $z(0)=x_{1}^{0}$, then, when $\epsilon \rightarrow 0$, we have the approximations (5.5) and (5.6).

As a corollary of the previous theorem, we have the following result which gives the limit of the total equilibrium population $X_{T}^{*}(m, \epsilon)$ of the model (5.1) when $\epsilon$ goes to zero:

Corollary 5.2. We have:

$$
\begin{equation*}
X_{T}^{*}\left(m, 0^{+}\right):=\lim _{\epsilon \rightarrow 0} X_{T}^{*}(m, \epsilon)=\lim _{\epsilon \rightarrow 0}\left(x_{1}^{*}(m, \epsilon)+x_{2}^{*}(m, \epsilon)\right)=x_{1}^{*}\left(m, 0^{+}\right)+K_{2} \tag{5.8}
\end{equation*}
$$

where $x_{1}^{*}\left(m, 0^{+}\right)$is the equilibrium of the reduced model (5.4).
Proposition 5.3. Consider the total equilibrium population (5.8). Then,

$$
\begin{equation*}
\frac{d X_{T}^{*}}{d m}\left(0,0^{+}\right):=\frac{1}{\mu} \frac{-m_{1} K_{1}+m_{2} K_{2}}{r_{1}} \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{T}^{*}\left(+\infty, 0^{+}\right):=\frac{m_{1}+m_{2}}{m_{1}} K_{2} \tag{5.10}
\end{equation*}
$$

Proof. The equilibrium $x_{1}^{*}\left(m, 0^{+}\right)$satisfies:

$$
\begin{equation*}
r_{1} x_{1}^{*}\left(m, 0^{+}\right)\left[1-\left(\frac{x_{1}^{*}\left(m, 0^{+}\right)}{K_{1}}\right)^{\mu}\right]+m\left(m_{2} K_{2}-m_{1} x_{1}^{*}\left(m, 0^{+}\right)\right)=0 \tag{5.11}
\end{equation*}
$$

Dividing (5.11) by $\frac{r_{1}}{K_{1}^{\mu}} x_{1}^{*}\left(m, 0^{+}\right)$, we obtain:

$$
\begin{equation*}
x_{1}^{*}\left(m, 0^{+}\right)=\left[K_{1}{ }^{\mu}+m \frac{m_{2} K_{2}-m_{1} x_{1}^{*}\left(m, 0^{+}\right)}{\frac{r_{1}}{K_{1}^{\mu}} x_{1}^{*}\left(m, 0^{+}\right)}\right]^{\frac{1}{\mu}} \tag{5.12}
\end{equation*}
$$

The derivative of (5.12) with respect to $m$, gives

$$
\begin{array}{r}
\frac{d x_{1}^{*}}{d m}\left(m, 0^{+}\right)=\frac{1}{\mu}\left[m \frac{d}{d m}\left(\frac{m_{2} K_{2}-m_{1} x_{1}^{*}\left(m, 0^{+}\right)}{\frac{r_{1}}{K_{1}^{\mu}} x_{1}^{*}\left(m, 0^{+}\right)}\right)\right.  \tag{5.13}\\
\left.+\frac{m_{2} K_{2}-m_{1} x_{1}^{*}\left(m, 0^{+}\right)}{\frac{r_{1}}{K_{1}^{\mu}} x_{1}^{*}\left(m, 0^{+}\right)}\right]\left[K_{1}^{\mu}+m \frac{m_{2} K_{2}-m_{1} x_{1}^{*}\left(m, 0^{+}\right)}{\frac{r_{1}}{K_{1}^{\mu}} x_{1}^{*}\left(m, 0^{+}\right)}\right]^{\frac{1}{\mu}-1}
\end{array}
$$

For $m=0$, we have $x_{1}^{*}\left(0,0^{+}\right)=K_{1}$, therefore, the equation (5.13) gives the derivative (5.9).
For the formula of perfect mixing, dividing (5.11) by $m$, and taking the limit when $m \rightarrow \infty$, we get:

$$
m_{2} K_{2}-m_{1} x_{1}^{*}\left(+\infty, 0^{+}\right)=0
$$

Hence, as $x_{2}^{*}\left(+\infty, 0^{+}\right)=K_{2}$, the sum of $x_{1}^{*}\left(+\infty, 0^{+}\right)$and $x_{2}^{*}\left(+\infty, 0^{+}\right)$gives the formula (5.10).

Remark 5.4. We can deduce the formula of perfect mixing $X_{T}^{*}\left(+\infty, 0^{+}\right)$and the derivative of the total equilibrium population $\frac{d X_{T}^{*}}{d m}\left(0,0^{+}\right)$by computing the limit of the equations (5.2) and (5.3) when $\epsilon$ goes to zero respectively.

We consider the regions in the set of the parameters $m_{1}$ and $m_{2}$, denoted $\mathcal{J}_{0}$ and $\mathcal{J}_{1}$ defined by:

$$
\begin{equation*}
\mathcal{J}_{0}=\left\{\left(m_{1}, m_{2}\right): \frac{m_{2}}{m_{1}}>\frac{K_{1}}{K_{2}}\right\}, \quad \mathcal{J}_{1}=\left\{\left(m_{1}, m_{2}\right): \frac{m_{2}}{m_{1}}<\frac{K_{1}}{K_{2}}\right\} . \tag{5.14}
\end{equation*}
$$

We have the following result which gives the conditions for which patchiness is beneficial or detrimental in model (5.1) when $\epsilon$ goes to zero.

Theorem 5.5. Let $\mathcal{J}_{0}$ and $\mathcal{J}_{1}$ be the domains defined in (5.14). Consider the total equilibrium population $X_{T}^{*}\left(m, 0^{+}\right)$given by (5.8). Then, we have:

- If $\left(m_{1}, m_{2}\right) \in \mathcal{J}_{0}$ then $X_{T}^{*}\left(m, 0^{+}\right)>K_{1}+K_{2}$, for all $m>0$.
- If $\left(m_{1}, m_{2}\right) \in \mathcal{J}_{1}$ then $X_{T}^{*}\left(m, 0^{+}\right)<K_{1}+K_{2}$, for all $m>0$.
- If $\frac{m_{2}}{m_{1}}=\frac{K_{1}}{K_{2}}$, then $x_{1}^{*}\left(m, 0^{+}\right)=K_{1}$ and $x_{2}^{*}\left(m, 0^{+}\right)=K_{2}$ for all $m \geq 0$. Therefore $X_{T}^{*}\left(m, 0^{+}\right)=K_{1}+K_{2}$ for all $m \geq 0$.

Proof. First, we try to solve the equation $X_{T}^{*}\left(m, 0^{+}\right)=K_{1}+K_{2}$ with respect to $m$, to obtain the intersection points between the curve of the total equilibrium population $m \mapsto X_{T}^{*}\left(m, 0^{+}\right)$ and the straight line $m \mapsto K_{1}+K_{2}$. For any $m>0$, we have

$$
\begin{aligned}
x_{1}^{*}\left(m, 0^{+}\right)=K_{1} & \Longleftrightarrow\left[K_{1}^{\mu}+m \frac{m_{2} K_{2}-m_{1} x_{1}^{*}\left(m, 0^{+}\right)}{\frac{r_{1}}{K_{1}^{k}} x_{1}^{*}\left(m, 0^{+}\right)}\right]^{\frac{1}{\mu}}=K_{1} \\
& \Longleftrightarrow m_{2} K_{2}=m_{1} x_{1}^{*}\left(m, 0^{+}\right) \\
& \Longleftrightarrow m_{2} K_{2}=K_{1} m_{1} \Longleftrightarrow \frac{d X_{T}^{*}}{d m}\left(0,0^{+}\right)=0 .
\end{aligned}
$$

So, if $\frac{d X_{T}^{*}}{d m}\left(0,0^{+}\right) \neq 0$ then $m=0$ and the curve of the total equilibrium population intersects the straight line $m \mapsto K_{1}+K_{2}$ in a unique point which is ( $0, K_{1}+K_{2}$ ). Therefore, we conclude that the first and second items of the theorem hold.

Biologically speaking, according to the result of the previous theorem, the existence of a faster growing sub-population compared to the second one causes the critical value of migration rate $m_{0}$ (see Theorem 4.1) to disappear.

## 6 Conclusion

The goal of this paper was to generalize to some general growth rates the results obtained in [2] for a two-patch logistic model. In particular, we considered the model of two patches with Richards growth rate.

In Section 3, we looked at the case when migration rate goes to infinity. We computed the equilibrium in this situation (Theorem 3.1) and we proved that the dynamics of the system (3.6) provide a good approximation of the model (2.1) by using singular perturbation arguments (Theorem 3.3). In Section 4, we have given a complete classification of the conditions under which dispersal is either beneficial or detrimental to total equilibrium population. The important result is, even with more general dynamics, the effect of migration is the same as
with logistic dynamic: either patchiness always has a beneficial effect on the total equilibrium population, or this effect is always detrimental, or there exists a critical value $m_{0}$ of the migration rate $m$, such that, the effect is beneficial for $m<m_{0}$, and detrimental for $m<m_{0}$ (see Theorem 4.1). In Section 5, we considered the two-patch model (2.1), in the case where one growth rate is much larger than the last. First, by perturbation arguments, we have given an approximation of the solutions of the system in this case. Next, we compared the total equilibrium population with the sum of two carrying capacities.

Some question remains open: how do our results generalize to situations with more than two patches? If we consider a more general growth dynamic than the growth of Richards (1.5), this has an effect on the total equilibrium population. I think these questions are difficult to answer, and require a lot of work and mathematical tools.

## Appendix

## A Equilibria and stability of (2.1)

In this section, our goal is to prove the global stability of the positive equilibrium of the system (2.1). In the absence of migration, i.e. the case where $m=0$, the system (2.1) admits ( $K_{1}, K_{2}$ ) as a non trivial equilibrium point, which furthermore is globally asymptotically stable (GAS) in the interior of the positive cone $\mathbb{R}_{+}^{2}$. The problem is whether the equilibrium continues to be positive and globally stable for any $m>0$ or not. We first prove the non negativity of the solution of System (2.1). We have the following proposition:

Proposition A.1. The positive cone $\mathbb{R}_{+}^{2}$ is positively invariant for the system (2.1).
Proof. Suppose that, at a given time $t$, one of the state variables of the system (2.1) is at a boundary of $\mathbb{R}_{+}^{2}$, meaning that at least one population is at 0 . We suppose first that $x_{1}=0$, and $x_{2} \geq 0$, then the dynamics of $x_{1}$ is given by $\frac{d x_{1}}{d t}=m_{21} x_{2} \geq 0$, and, if $x_{2}=0$, and $x_{1} \geq 0$, then we have $\frac{d x_{2}}{d t}=m_{12} x_{1} \geq 0$. So each trajectory initiated at a boundary of $\mathbb{R}_{+}^{2}$ either remains at the boundary or goes to the interior of $\mathbb{R}_{+}^{2}$. According to [29, Proposition B.7, page 267], no trajectory comes out of $\mathbb{R}_{+}^{2}$. Therefore, $\mathbb{R}_{+}^{2}$ is positively invariant for (2.1).

The equilibrium of the system (2.1) is the solutions of the following algebraic system:

$$
\left\{\begin{array}{l}
0=r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+m\left(m_{12} x_{2}-m_{21} x_{1}\right),  \tag{A.1}\\
0=r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right]+m\left(m_{21} x_{1}-m_{12} x_{2}\right) .
\end{array}\right.
$$

The sum of the two equations of (A.1) shows that the equilibrium points are in a curve noted $\mathcal{C}_{\mu}$, which its equation is given by:

$$
\begin{equation*}
\Phi_{\mu}\left(x_{1}, x_{2}\right):=r_{1} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+r_{2} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right]=0 . \tag{A.2}
\end{equation*}
$$

The curve $\mathcal{C}_{\mu}$ passes through the points $(0,0),\left(K_{1}, 0\right),\left(0, K_{2}\right)$ and $\mathcal{A}:=\left(K_{1}, K_{2}\right)$ for all value positive of parameter $\mu$. Note that, it is independent of migration rate $m$ and $m_{i j}$. For the particular value $\mu=1$, the curve $\mathcal{C}_{1}$ is an ellipse centered in $\left(\frac{K_{1}}{2}, \frac{K_{2}}{2}\right)$ ( shown in black in Figure A.1). For $\mu>1$, the curve $\mathcal{C}_{\mu}$ is below the ellipse $\mathcal{C}_{1}$ ( shown in green and brown in the
figure A.1) and for $0<\mu<1$, the curve $\mathcal{C}_{\mu}$ is above the ellipse $\mathcal{C}_{1}$ ( shown in red and blue in Figure A.1). The function $\Phi_{\mu}\left(x_{1}, x_{2}\right)=\Phi_{\mu, 1}\left(x_{1}\right)+\Phi_{\mu, 2}\left(x_{2}\right)$, with $\Phi_{\mu, i}\left(x_{i}\right)=r_{i} x_{i}\left[1-\left(\frac{x_{i}}{K_{i}}\right)^{\mu}\right]$ is concave since $\Phi_{\mu, 1}$ and $\Phi_{\mu, 2}$ are two concave functions. Another property of the curve $\mathcal{C}_{\mu}$, if is that if a point $\left(x_{1}, x_{2}\right)$ belongs to $\mathcal{C}_{\mu}$ with $x_{1}<K_{1}$ (resp. $x_{2}>K_{2}$ ) then $x_{2}>K_{2}$ (resp. $x_{1}<K_{1}$ ) (see figure A.1).

Solving the first equation of system (A.1) for $x_{2}$ yields a curve noted $M_{m, \mu}$ of equation $x_{2}=\varphi_{m, \mu}\left(x_{1}\right)$, where the function $\varphi_{m, \mu}$ is given by the following equation:

$$
\begin{equation*}
\varphi_{m, \mu}\left(x_{1}\right):=\frac{1}{m_{12}}\left(m_{21} x_{1}-\frac{r_{1}}{m} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]\right) . \tag{A.3}
\end{equation*}
$$

The curve $M_{m, \mu}$ (shown in the figure A. 1 for some values of $\mu$ ) depends on the migration rate $m$ and the parameter $\mu$. It always passes through the origin and the point $\mathcal{B}:=\left(K_{1}, \frac{m_{21}}{m_{12}} K_{2}\right)$. So, the equilibrium points are the non-negative intersection between the curves $\mathcal{C}_{\mu}$ and $M_{m, \mu}$. There are two equilibrium points. The first is the trivial point $(0,0)$ and the second is a non trivial point noted $\mathcal{E}^{*}(m):=\left(x_{1}^{*}(m), x_{2}^{*}(m)\right)$ whose position depend on migration rate $m$ ( see Figure A.2).


Figure A.1: The curves $\mathcal{C}_{\mu}$ (left) and $M_{m, \mu}$ (right) for $r_{1}=3, r_{2}=2, K_{1}=5, K_{2}=4, m_{12}=$ $m_{21}=m=1$ and $\mu=0.001$ (green curves ), $\mu=0.2$ (gold curves ), $\mu=1$ (black curves ), $\mu=4$ ( red curves ) and $\mu=7$ (blue curves ).

In the following, our aim is to show the global stability of the equilibrium $\mathcal{E}^{*}(m)$. For this, we need some results. First, for the non-negativity and boundedness of the solution of the system (2.1), we have the following result:

Lemma A.2. For any non-negative initial condition, the solutions of the system (2.1) remain bounded, for all $t \geq 0$. Moreover, the set

$$
\Sigma=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2} / x_{1}+x_{2} \leq \frac{\xi_{2}^{*}}{\xi_{1}^{*}}\right\},
$$

where $\xi_{1}^{*}=\mu \min \left\{r_{1}, r_{2}\right\}$ and $\xi_{2}^{*}=\mu\left(r_{1} K_{1}+r_{2} K_{2}\right)$, is positively invariant and is a global attractor for the system (2.1).


Figure A.2: Intersection between $\mathcal{C}_{\mu}$ and $M_{m, \mu}$, which are drawn in the same color.

Proof. To show that all solutions are bounded, we consider the quantity defined by $X_{T}(t)=$ $x_{1}(t)+x_{2}(t)$. So, we have

$$
\begin{equation*}
\dot{X}_{T}(t)=r_{1} x_{1}(t)\left[1-\left(\frac{x_{1}(t)}{K_{1}}\right)^{\mu}\right]+r_{2} x_{2}(t)\left[1-\left(\frac{x_{2}(t)}{K_{2}}\right)^{\mu}\right] . \tag{A.4}
\end{equation*}
$$

For all $r_{i}$ and $K_{i}$, we have the inequality:

$$
\begin{equation*}
r_{i} x_{i}\left[1-\left(\frac{x_{i}}{K_{i}}\right)^{\mu}\right] \leq \mu r_{i}\left(K_{i}-x_{i}\right), \quad i=1,2 . \tag{A.5}
\end{equation*}
$$

Substituting Equation (A.5) into (A.4), we get

$$
\dot{X}_{T}(t) \leq-\xi_{1}^{*} X_{T}(t)+\xi_{2}^{*} \quad \text { for all } t \geq 0,
$$

which gives

$$
\begin{equation*}
X_{T}(t) \leq\left(X_{T}(0)-\frac{\zeta_{2}^{*}}{\zeta_{1}^{*}}\right) e^{-\tilde{\zeta}_{1} t}+\frac{\zeta_{2}^{*}}{\zeta_{1}^{*}}, \quad \text { for all } t \geq 0 . \tag{A.6}
\end{equation*}
$$

Hence,

$$
X_{T}(t) \leq \max \left(X_{T}(0), \frac{\xi_{2}^{*}}{\zeta_{1}^{*}}\right), \quad \text { for all } t \geq 0
$$

Therefore, the solutions of System (2.1) are positively bounded and defined for all $t \geq 0$. From (A.6), it can be deduced that the set $\Sigma$ is positively invariant and it is a global attractor for the system (2.1).

We have also the following property:
Lemma A.3. System (2.1) admits no periodic solution.

Proof. The isoclines of the system (2.1) are given by the two equations:

$$
\left\{\begin{array}{l}
\mathcal{P}_{1}\left(x_{1}\right)=-\frac{r_{1}}{m m_{12}} x_{1}\left[1-\left(\frac{x_{1}}{K_{1}}\right)^{\mu}\right]+\frac{m_{21}}{m_{12}} x_{1} \\
\mathcal{P}_{2}\left(x_{2}\right)=-\frac{r_{2}}{m m_{21}} x_{2}\left[1-\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right]+\frac{m_{12}}{m_{21}} x_{2}
\end{array}\right.
$$

Let $f_{i}$ be the right hand side of the system (2.1). Then, for all $m$ we have:

$$
\begin{aligned}
\frac{\partial f_{1}}{\partial x_{1}}+\frac{\partial f_{2}}{\partial x_{2}} & =r_{1}+r_{2}-(\mu+1)\left[r_{1}\left(\frac{x_{1}}{K_{1}}\right)^{\mu}+r_{2}\left(\frac{x_{2}}{K_{2}}\right)^{\mu}\right] \\
& -m\left(m_{21}+m_{12}\right)=-m\left(m_{12} \frac{d \mathcal{P}_{1}}{d x_{1}}+m_{21} \frac{d \mathcal{P}_{2}}{d x_{2}}\right)<0
\end{aligned}
$$

So, by Dulac's Criterion [14, Theorem 4.1.1], the system (2.1) admits no periodic solution.
Theorem A.4. The equilibrium $\mathcal{E}^{*}(m)$ of (2.1) is GAS in the positive cone $\mathbb{R}_{+}^{2} \backslash\{0\}$.
Proof. The Jacobian matrix of the system (2.1) at $\mathcal{E}^{*}(m)$ is given by:

$$
\mathbb{J}\left(\mathcal{E}^{*}\right)=\left[\begin{array}{cc}
\kappa_{1} & m m_{12} \\
m m_{21} & \kappa_{2}
\end{array}\right]
$$

where $\kappa_{1}=r_{1}-(\mu+1) r_{1}\left(\frac{x_{1}^{*}(m)}{K_{1}}\right)^{\mu}-m m_{21}$, and $\kappa_{2}=r_{2}-(\mu+1) r_{2}\left(\frac{x_{2}^{*}(m)}{K_{2}}\right)^{\mu}-m m_{12}$. We have: $0<\frac{d \mathcal{P}_{1}}{d x_{1}}\left(x_{1}^{*}(m), x_{2}^{*}(m)\right)=-\frac{1}{m m_{12}} \kappa_{1}$, and $0<\frac{d \mathcal{P}_{2}}{d x_{2}}\left(x_{1}^{*}(m), x_{2}^{*}(m)\right)=-\frac{1}{m m_{21}} \kappa_{2}$. Therefore, $\kappa_{1}<0$ and $\kappa_{2}<0$. This implies that $\operatorname{tr}\left(\mathbb{J}\left(\mathcal{E}^{*}\right)\right)=\kappa_{1}+\kappa_{2}<0$, where tr means the trace.
It's clear that, in the figures A.3, at the equilibrium $\mathcal{E}^{*}$, we have: $\frac{d \mathcal{P}_{1}}{d x_{1}}\left(\mathcal{E}^{*}\right)>\left(\frac{d \mathcal{P}_{2}}{d x_{2}}\left(\mathcal{E}^{*}\right)\right)^{-1}$, which gives $\frac{\kappa_{1}}{-m m_{12}}>\frac{-m m_{21}}{\kappa_{2}}$. Thus, $\operatorname{det} \mathbb{J}\left(\mathcal{E}^{*}\right)=\kappa_{1} \kappa_{2}-m^{2} m_{12} m_{21}>0$.
Hence by the Routh-Hurwitz criteria for stability, the real parts of the eigenvalues value of the Jacobian matrix $\mathbb{J}\left(\mathcal{E}^{*}\right)$ are negative, proving that $\mathcal{E}^{*}$ is asymptotically stable. Lemmas A. 2 and A. 3 imply that there cannot be any non-trivial closed paths lying in the interior of the positive quadrant and hence the asymptotic stability must be global.

## B Two-patch logistic model

We consider the 2-patch logistic equation with asymmetric migrations. We denote by $m_{12}$ the migration rate from patch 2 to patch $1, m_{21}$ from patch 1 to patch 2 , and $m$ is the dispersal rate between two patches. The model is written:

$$
\left\{\begin{align*}
\frac{d x_{1}}{d t} & =r_{1} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)+m\left(m_{12} x_{2}-m_{21} x_{1}\right)  \tag{B.1}\\
\frac{d x_{2}}{d t} & =r_{2} x_{2}\left(1-\frac{x_{2}}{K_{2}}\right)+m\left(m_{21} x_{1}-m_{12} x_{2}\right)
\end{align*}\right.
$$

Note that the system (B.1) is studied in $[1,6,9,10,15]$ in the case where the migration rates satisfy $m_{21}=m_{12}$, and in [2] for general migration rates. If we denote $\gamma=\frac{m_{12}}{m_{21}}$, then the system (B.1) becomes:

$$
\left\{\begin{align*}
\frac{d x_{1}}{d t} & =r_{1} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)+m\left(\gamma x_{2}-x_{1}\right)  \tag{B.2}\\
\frac{d x_{2}}{d t} & =r_{2} x_{2}\left(1-\frac{x_{2}}{K_{2}}\right)+m\left(x_{1}-\gamma x_{2}\right)
\end{align*}\right.
$$



Figure A.3: All possible configurations for the isoclines of the system (2.1) (in red for $x_{1}$ and in blue for $x_{2}$ ) for certain parameters. The equilibrium points are the intersection between these two isoclines: the origin and the positive equilibrium $\mathcal{E}^{*}(m)$.

The system (B.2) has always a unique positive equilibrium, still denoted by $E^{*}(m, \gamma)=$ $\left(x_{1}^{*}(m, \gamma), x_{2}^{*}(m, \gamma)\right)$, which is GAS in the interior of positive cone $\mathbb{R}^{2} \backslash\{0\}$. We thus define the total population abundance at the positive equilibrium under dispersal rate $m$ and dispersal asymmetry $\gamma$ by

$$
X_{T}^{*}(m, \gamma)=x_{1}^{*}(m, \gamma)+x_{2}^{*}(m, \gamma),
$$

as the total realized asymptotic population abundance.

## B. 1 Total population size for fixed $\gamma$

In all of this part, we assume that $\gamma$ is positive and fixed parameter and $m$ varies in $[0, \infty[$. We recall that the derivative of $X_{T}^{*}(m, \gamma)$ with respect to $m$ at $m=0$ is given by the following
formula [8]:

$$
\begin{equation*}
\frac{d X_{T}^{*}}{d m}(0, \gamma)=\left(\gamma K_{2}-K_{1}\right)\left(\frac{1}{r_{1}}-\frac{1}{r_{2}}\right) . \tag{B.3}
\end{equation*}
$$

The behavior of the model (B.2) for perfect mixing (i.e. $m \rightarrow \infty$ ) is given by the following formula $[2,8]$ :

$$
\begin{equation*}
X_{T}^{*}(\infty, \gamma)=(1+\gamma) \frac{\gamma r_{1}+r_{2}}{\gamma^{2} \alpha_{1}+\alpha_{2}}, \quad \text { where } \alpha_{i}=r_{i} / K_{i} \tag{B.4}
\end{equation*}
$$

We consider the regions in the set of the parameter $\gamma$ denoted $\mathcal{J}_{0}, \mathcal{J}_{1}$ and $\mathcal{J}_{2}$, defined by:

$$
\left\{\begin{align*}
\mathcal{J}_{1} & =\left\{\gamma: \gamma>\frac{\alpha_{2}}{\alpha_{1}}\right\},  \tag{B.5}\\
\mathcal{J}_{0} & =\left\{\gamma: \frac{\alpha_{2}}{\alpha_{1}} \geq \gamma>\frac{K_{1}}{K_{2}}\right\}, \\
\mathcal{J}_{2} & =\left\{\gamma: \frac{K_{1}}{K_{2}}>\gamma\right\} .
\end{align*} \text { then } \begin{array}{rl}
\mathcal{J}_{2} & =\left\{\gamma: \gamma<\frac{\alpha_{2}}{\alpha_{1}}\right\}, \\
\mathcal{J}_{1} & r_{2}<r_{1} \text { then }\left\{\begin{array}{l}
\mathcal{J}_{0} \\
=\left\{\gamma: \frac{\alpha_{2}}{\alpha_{1}} \leq \gamma<\frac{K_{1}}{K_{2}}\right\}, \\
\mathcal{J}_{2}
\end{array}=\left\{\gamma: \frac{K_{1}}{K_{2}}<\gamma\right\} .\right.
\end{array}\right.
$$

We recall the following result of Arditi et al. [2] which gives the conditions for which patchiness is beneficial or detrimental in model (B.2).

Proposition B.1. The total equilibrium population $X_{T}^{*}$ of (B.2) for $\gamma$ fixed satisfies the following properties

1. If $r_{1}=r_{2}$ then $X_{T}^{*}(m, \gamma) \leq K_{1}+K_{2}$ for all $m \geq 0$.
2. If $r_{2} \neq r_{1}$, let $\mathcal{J}_{0}, \mathcal{J}_{1}$ and $\mathcal{J}_{2}$, be defined by (B.5). Then we have:

- if $\gamma \in \mathcal{J}_{0}$ then $X_{T}^{*}(m, \gamma)>K_{1}+K_{2}$ for all $m>0$
- if $\gamma \in \mathcal{J}_{1}$ then $X_{T}^{*}(m, \gamma)>K_{1}+K_{2}$ for $0<m<m_{0}$ and $X_{T}^{*}(m, \gamma)<K_{1}+K_{2}$ for $m>m_{0}$, where

$$
m_{0}=\frac{r_{2}-r_{1}}{\frac{\gamma}{\alpha_{2}}-\frac{1}{\alpha_{1}}} \frac{1}{\alpha_{1}+\alpha_{2}}
$$

- if $\gamma \in \mathcal{J}_{2}$ then $X_{T}^{*}(m, \gamma)<K_{1}+K_{2}$ for any $m>0$
- If $\gamma=\frac{K_{1}}{K_{2}}$, then $x_{1}^{*}(m, \gamma)=K_{1}$ and $x_{2}^{*}(m, \gamma)=K_{2}$ for all $m \geq 0$. Therefore $X_{T}^{*}(m, \gamma)=K_{1}+K_{2}$ for all $m \geq 0$.


## B. 2 Total population size for fixed $m$

In all of this section, we assume that $m$ is fixed parameter and $\gamma$ varies from 0 to $\infty$.

## B.2.1 The model when $\gamma \rightarrow 0$

We have the following result

Proposition B.2. Consider the system (B.2). Then,

$$
\lim _{\gamma \rightarrow 0} E^{*}(m, \gamma)= \begin{cases}\left(0, K_{2}\right), & \text { if } m \geq r_{1}  \tag{B.6}\\ \left(\left(1-\frac{m}{r_{1}}\right) K_{1}, \frac{1}{2} K_{2}+\frac{1}{2 \alpha_{2}} \sqrt{r_{2}^{2}+4 m \alpha_{2}\left(1-\frac{m}{r_{1}}\right) K_{1}}\right), & \text { if } m<r_{1}\end{cases}
$$

Proof. Denote $E^{*}\left(m, 0^{+}\right)=\left(x_{1}^{*}\left(m, 0^{+}\right), x_{2}^{*}\left(m, 0^{+}\right)\right):=\lim _{\gamma \rightarrow 0} E^{*}(m, \gamma)$. When $\gamma \rightarrow 0$, the equilibrium equations of (B.2) take the following form:

$$
\left\{\begin{array}{l}
0=r_{1} x_{1}^{*}\left(m, 0^{+}\right)\left(1-\frac{x_{1}^{*}\left(m, 0^{+}\right)}{K_{1}}\right)-m x_{1}^{*}\left(m, 0^{+}\right)  \tag{B.7}\\
0=r_{2} x_{2}^{*}\left(m, 0^{+}\right)\left(1-\frac{x_{2}^{*}\left(m, 0^{+}\right)}{K_{2}}\right)+m x_{1}^{*}\left(m, 0^{+}\right)
\end{array}\right.
$$

which implies

$$
\left\{\begin{array}{l}
0=\left(r_{1}-m\right) x_{1}^{*}\left(m, 0^{+}\right)-\alpha_{1}\left(x_{1}^{*}\left(m, 0^{+}\right)\right)^{2}=0  \tag{B.8}\\
-\alpha_{1}\left(x_{2}^{*}\left(m, 0^{+}\right)\right)^{2}+m x_{1}^{*}\left(m, 0^{+}\right)+r_{2} x_{2}^{*}\left(m, 0^{+}\right)=0
\end{array}\right.
$$

If $m \geq r_{1}$, then the system (B.8) admits $(0,0)$ and $\left(0, K_{2}\right)$ as solutions. Since $(0,0)$ is unstable for (B.2), then $E^{*}(m, \gamma) \rightarrow\left(0, K_{2}\right)$ as $\gamma \rightarrow 0$.

If $m<r_{1}$, the first equation in (B.8) gives $x_{1}^{*}\left(m, 0^{+}\right)=0$ or $x_{1}^{*}\left(m, 0^{+}\right)=\frac{r_{1}-m}{\alpha_{1}}$. If we replace $x_{1}^{*}\left(m, 0^{+}\right)=0$ in the second equation of (B.8) we get $x_{2}^{*}\left(m, 0^{+}\right)=0$ or $x_{2}^{*}\left(m, 0^{+}\right)=K_{2}$, and if we replace $x_{1}^{*}\left(m, 0^{+}\right)=\frac{r_{1}-m}{\alpha_{1}}$ in the second equation of (B.8) we obtain the following equation:

$$
\begin{equation*}
-\alpha_{2}\left(x_{2}^{*}\left(m, 0^{+}\right)\right)^{2}+r_{2} x_{2}^{*}\left(m, 0^{+}\right)+\frac{m\left(r_{1}-m\right)}{\alpha_{1}}=0 \tag{B.9}
\end{equation*}
$$

which admits as positive solution

$$
x_{2}^{*}\left(m, 0^{+}\right)=\frac{1}{2} K_{2}+\frac{1}{2 \alpha_{2}} \sqrt{r_{2}^{2}+4 m \alpha_{2}\left(1-\frac{m}{r_{1}}\right) K_{1}} .
$$

Therefore, if $r_{1}>m$, then the system (B.8) admits three solutions: $(0,0),\left(0, K_{2}\right)$ and

$$
\begin{equation*}
E^{*}\left(m, 0^{+}\right):=\left(\left(1-\frac{m}{r_{1}}\right) K_{1}, \frac{1}{2} K_{2}+\frac{1}{2 \alpha_{2}} \sqrt{r_{2}^{2}+4 m \alpha_{2}\left(1-\frac{m}{r_{1}}\right) K_{1}}\right) \tag{B.10}
\end{equation*}
$$

Since, $(0,0)$, and $\left(0, K_{2}\right)$ are unstable, so $E^{*}(m, \lambda)$ converge to $E^{*}\left(m, 0^{+}\right)$as $\gamma \rightarrow 0$.
As a corollary of the previous proposition, we obtain the following result which describes the total equilibrium population $X_{T}^{*}(m, \gamma)$ when $\gamma \rightarrow 0$.

Corollary B.3. we have:
$\lim _{\gamma \rightarrow 0} X_{T}^{*}(m, \gamma):=X_{T}^{*}\left(m, 0^{+}\right)= \begin{cases}K_{2}, & \text { if } m \geq r_{1}, \\ \left(1-\frac{m}{r_{1}}\right) K_{1}+\frac{1}{2} K_{2}+\frac{1}{2 \alpha_{2}} \sqrt{r_{2}^{2}+4 m \alpha_{2}\left(1-\frac{m}{r_{1}}\right) K_{1},} & \text { if } m<r_{1} .\end{cases}$

## B.2.2 The model when $\gamma \rightarrow \infty$

In the next theorem, we give the behavior of the model (B.2) when $\gamma \rightarrow \infty$.
Proposition B.4. Let $\left(x_{1}(t, \gamma), x_{2}(t, \gamma)\right)$ be the solution of the system (B.2) with initial condition $\left(x_{1}^{0}, x_{2}^{0}\right)$ satisfying $x_{i}^{0} \geq 0$ for $i=1,2$. Let $z(t)$ be the solution of the differential equation

$$
\begin{equation*}
\frac{d X}{d t}=r_{1} X\left(1-\frac{X}{K_{1}}\right) \tag{B.12}
\end{equation*}
$$

with initial condition $z(0)=x_{1}^{0}+x_{1}^{0}$. Then, when $\gamma \rightarrow \infty$, we have

$$
\begin{equation*}
x_{1}(t, \gamma)+x_{2}(t, \gamma)=z(t)+o_{\gamma}(1), \quad \text { uniformly for } t \in[0,+\infty) \tag{B.13}
\end{equation*}
$$

and, for any $t_{0}>0$, we have

$$
\left\{\begin{array}{l}
x_{1}(t, \gamma)=z(t)+o_{\gamma}(1), \quad \text { uniformly for } \quad t \in\left[t_{0},+\infty\right) .  \tag{B.14}\\
x_{2}(t, \gamma)=o_{\gamma}(1),
\end{array}\right.
$$

Proof. Let $X=x_{1}+x_{2}$. We rewrite the system (B.2) using the variables ( $X, x_{1}$ ), and get:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=r_{1} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)+m\left(\gamma\left(X-x_{1}\right)-x_{1}\right)  \tag{B.15}\\
\frac{d X}{d t}=r_{1} x_{1}\left(1-\frac{x_{1}}{K_{1}}\right)+r_{2}\left(X-x_{1}\right)\left(1-\frac{\left(X-x_{1}\right)}{K_{2}}\right)
\end{array}\right.
$$

When $\gamma \rightarrow \infty$, (B.15) is a slow-fast system, with one slow variable, $X$, and one fast variable $x_{1}$. As suggested by Tikhonov's Theorem $[17,30,34]$ we consider the dynamics of the fast variable in the time scale $\tau=\gamma t$. One obtains

$$
\begin{equation*}
\frac{d x_{1}}{d \tau}=m\left(X-x_{1}\right) \tag{B.16}
\end{equation*}
$$

The slow manifold, which is the equilibrium point of the fast dynamics (B.16), is given by $x_{1}=X$. As this manifold is GAS for the system (B.16), the Theorem of Tikhonov ensures that after a fast transition toward the slow manifold, the solutions of (B.15) are approximated by the solutions of the reduced model which is obtained by replacing $x_{1}=X$ into the dynamics of the slow variable, which gives (B.12).

Since (B.12) admits $X=K_{1}$ as a positive equilibrium point, which is GAS in the positive axis, the approximation given by Tikhonov's Theorem holds for all $t \geq 0$ for the slow variable and for all $t \geq t_{0}>0$ for the fast variable, where $t_{0}$ is small as we want. Therefore, let $z(t)$ be the solution of the reduced model (B.12) of initial condition $z(0)=X(0, \gamma)=x_{1}^{0}+x_{2}^{0}$, then, when $m \rightarrow \infty$, we have the approximations (B.13) and (B.14).

According to previous proposition, when $\gamma \rightarrow \infty$, the equilibrium $E^{*}(m, \gamma)$ converge to $\left(K_{1}, 0\right)$ and $X_{T}^{*}(m,+\infty)=K_{1}$.

For more details on the effects of dispersal intensity and dispersal asymmetry on the total population abundance, the reader may refer to the recent work of Gao et al. [11].
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#### Abstract

This paper investigates the modified projective synchronization (MPS) between two hyperchaotic memristor-based Chua circuits modeled by two nonlinear integer-order and fractional-order systems. First, a hyperchaotic memristor-based Chua circuit is suggested, and its dynamics are explored using different tools, including stability theory, phase portraits, Lyapunov exponents, and bifurcation diagrams. Another interesting property of this circuit was the coexistence of attractors and the appearance of mixed-mode oscillations. It has been shown that one can achieve MPS with integerorder and incommensurate fractional order memristor-based Chua circuits. Finally, examples of numerical simulation are presented, showing that the theoretical results are in good agreement with the numerical ones.
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## 1 Introduction

In 1971, the circuit theorist Leon Chua had published a study entitled "Memristor: the missing circuit element". This achievement has attracted a great research attention across a wide range of disciplines, such as programmable logic [14] and electronics [33] as well as neural networks [42]. Because memristors are non-linear components, their application to build chaotic or hyperchaotic systems has received significant attention in recent decades [9,23,30]. For example, the canonical Chua's circuit has been improved by replacing its diode with a memristor whose output is monotone-increasing [8]. Both chaotic and hyperchaotic systems are clearly

[^4]defined as nonlinear systems that are highly dependent on initial conditions, unpredictable in the long run and non-periodic. The fact that hyper-chaotic systems have at least two positive Lyapunov exponents makes their dynamics more complex. And hence favourable for many applications. Mainly, for encryption and secure communications [12,17,35,36]. Various models of commensurate fractional-order memristor-based systems have been designed [11,13,21]. However, because of the different fractional-order characteristics of each circuit component, it is more important to consider fractional-order circuits or systems with incommensurate fractional order. Meanwhile, synchronization of chaotic and hyperchaotic systems has become a crucial research domain, especially in secure communication [19]. Various techniques have been proposed for the synchronization of chaotic systems, such as Active control [31], adaptive control [4,35], Feedback control, Prediction based feedback control, Sliding mode control and adaptive fuzzy control $[2,5,6,10,31,34,38]$. Using these methods, many works for the synchronization problem have been extended to the scope, such as phase synchronization, complete synchronization, anti-synchronization, projective synchronization, generalized projective synchronization, inverse hybrid function projective synchronization, generalized synchronization and MPS $[4,18,29,31,41,43]$, but there are few studies on the MPS between integer-order and incommensurate fractional order hyperchaotic systems.
Motivated by the precedent reasons, a hyperchaotic memristor-based Chua's circuit is suggested, and its dynamics are explored using different tools, including stability theory, phase portraits, Lyapunov exponents, and bifurcation diagrams. Then, using an active control strategy, the problem of MPS between integer-order and incommensurate fractional order hyperchaotic memristor-based systems is explored, and synchronization is proved using the Lyapunov stability theory of fractional systems.
The present paper is organized as follows: in section 2, a mathematical model of the memristor is described, and the Caputo fractional derivative is discussed. In section 3, a novel memristorbased hyperchaotic system is introduced and its dynamical behavior is investigated. MPS between integer-order and incommensurate fractional order hyperchaotic systems is applied using the active control method in section 4 . To illustrate the theoretical results, numerical simulations are presented using MATLAB programs. Finally, in the last section, this study concludes with a summary of the accomplished results and a conclusion.

## 2 Preliminaries

### 2.1 Basic memristor model

A memristor is a nonlinear resistor with a memory effect that can be either flux-controlled or charge-controlled [8]. It can be defined as a dual-terminal device having the relationship

$$
f(\varphi, q)=0
$$

Equations (2.1) and (2.2) describe a charge-controlled and a flux-controlled memristor, respectively [20,26]

$$
\begin{align*}
& M(q)=\frac{d \varphi(q)}{d q}, v=M(q) i  \tag{2.1}\\
& W(\varphi)=\frac{d q(\varphi)}{d \varphi}, i=W(\varphi) v, \tag{2.2}
\end{align*}
$$



Figure 2.1: Modified memristor-based Chua's circuit

Where $\varphi$ denotes the magnetic flux and $q$ the charge, $W(\varphi)$ and $M(q)$ are called the memductance and memristance respectively.
This study considers a flux-controlled memristor whose characteristics are described by a piecewise quadratic function $q(\varphi)$ given by

$$
q(\varphi)=-a \varphi+0.5 b \varphi|\varphi|
$$

With $a$ and $b$ being positive parameters.
Hence, its memductance function is

$$
W(\varphi)=\frac{d q(\varphi)}{d \varphi}=-a+b|\varphi|
$$

### 2.2 Caputo fractional derivative

Definition 2.1. The Caputo fractional derivative of order $\alpha$ of a continuous function $f$ : $\mathbb{R}^{+} \mapsto \mathbb{R}$ is defined by:

$$
D_{t}^{\alpha} f(t)=\left\{\begin{array}{lc}
\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t} \frac{f^{(m)}(\tau)}{(t-\tau)^{\alpha-m+1}} d \tau, & m-1<\alpha<m \\
\frac{d^{m}}{d t^{m}} f(t), & \alpha=m
\end{array}\right.
$$

where $m=\lceil\alpha\rceil$, and $\Gamma$ is the $\Gamma$-function defined by

$$
\Gamma(z)=\int_{0}^{+\infty} e^{-t} t^{z-1} d t, \quad \Gamma(z+1)=z \Gamma(z)
$$

Theorem 2.2. Consider the incommensurate fractional order system

$$
\begin{equation*}
D^{\alpha_{i}} x_{i}=f\left(x_{1}, x_{2}, \ldots, x_{n}, t\right), i=1,2, \ldots, n \tag{2.3}
\end{equation*}
$$

Where $\alpha_{1} \neq \alpha_{2} \neq \ldots \neq \alpha_{n}$. Suppose that $m$ is the least common multiple of the denominators $u_{i}$ 's of $\alpha_{i}$ 's, where $\alpha_{i}=\frac{v_{i}}{u_{i}}, u_{i}, v_{i} \in \mathbb{Z}^{+}$for $i=1,2, \ldots, n$. Denote $\gamma=\frac{1}{m}$ and $J$ be the Jacobian matrix $J=\frac{d f}{d x}$ evaluated at the equilibrium, where $f=\left[f_{1}, f_{2}, \ldots, f_{n}\right]^{T}, x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T}$. System (2.3) is asymptotically stable if $\left|\arg \left(\lambda_{i}\right)\right|>\gamma \frac{\pi}{2}$ is satisfied for all roots $\lambda_{i}$ of the following equation:

$$
\begin{equation*}
\operatorname{det}\left(\operatorname{diag}\left(\left[\lambda^{m \alpha_{1}}, \lambda^{m \alpha_{2}}, \ldots, \lambda^{m \alpha_{n}}\right]\right)-J\right)=0 \tag{2.4}
\end{equation*}
$$

## 3 Building a memristor-based system and its analysis

In this section, an alternative memristor-based Chua's circuit is proposed by replacing the nonlinear diode in the original circuit with a negative conductance and a passive flux-controlled memristor described by (2.2) in parallel and changing the inductance's position that becomes between the two capacitances as shown in Figure 2.1.
Kirchhoff Laws allow us to describe the suggested circuit theoretically by the following fourdimensional differential system

$$
\left\{\begin{array}{l}
\frac{d V_{1}(t)}{d t}=\frac{1}{C_{1}}\left[I_{L}(t)+G V_{1}(t)-W(\phi) V_{1}(t)\right]  \tag{3.1}\\
\frac{d V_{2}(t)}{d t}=\frac{1}{C_{2}}\left[\frac{V_{2}(t)}{R}-I_{L}(t)\right] \\
\frac{d I_{L}(t)}{d t}=\frac{1}{L}\left[-V_{1}(t)+V_{2}(t)-R_{L} I_{L}(t)\right] \\
\frac{d \phi(t)}{d t}=V_{1}(t)
\end{array}\right.
$$

where $W(\phi)$ is defined by (2.2) and $V_{i}, i=1.2$ voltages, $R, R_{L}$ and $G$ resistances, $C_{i}, i=1.2$ capacitances, $I_{L}$ current, $L$ the inductance and $\phi$ the magnetic flux through the memristor.
By setting $x=V_{1}, y=V_{2}, z=I_{L}, \omega=\phi, C_{2}=1, R=1, \alpha=\frac{1}{C_{1}}, \beta=\frac{1}{L}, \gamma=\frac{R_{L}}{L}$ and $\xi=G$ then (3.1) can be converted into its dimensionless form

$$
\left\{\begin{array}{l}
\dot{x}=\alpha[z+\xi x-(-a+b|\omega|) x]  \tag{3.2}\\
\dot{y}=y-z \\
\dot{z}=-\beta(x-y)-\gamma z \\
\dot{w}=x
\end{array}\right.
$$

where $x, y, z$ and $\omega$ are the states and $\alpha, \beta, \gamma, \xi, a$ and $b$ are assumed to be positive constant parameters.

### 3.1 Stability analysis

The equilibrium points of system (3.2) are its solutions, taking each equation of the system equal to zero. Thus, the following equilibrium points are obtained

$$
\begin{equation*}
P_{e}=\left\{(x, y, z, \omega) ; x=0, y=0, z=0 \text { and } \omega=\omega_{e} \in \mathrm{R}\right\} \tag{3.3}
\end{equation*}
$$

Hence, each point on the $\omega$ - axis is an equilibrium point of (3.2), and (3.3) is called the equilibrium set.
The Jacobian matrix at each equilibrium point $P_{e}$ is

$$
J\left(P_{e}\right)=\left[\begin{array}{cccc}
\alpha\left(\xi-W\left(w_{e}\right)\right) & 0 & \alpha & 0  \tag{3.4}\\
0 & 1 & -1 & 0 \\
-\beta & \beta & -\gamma & 0 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

The characteristic polynomial of the system (3.2) is given by

$$
\begin{align*}
P(\lambda)= & \lambda\left[\lambda^{3}+\left[\gamma-1-\alpha\left(\xi-W\left(w_{e}\right)\right)\right] \lambda^{2}+\left[(-\gamma+1) \alpha\left(\xi-W\left(w_{e}\right)\right)+(1+\alpha) \beta-\gamma\right] \lambda\right. \\
& \left.+\alpha\left[(\gamma-\beta)\left(\xi-W\left(w_{e}\right)\right)-\beta\right]\right]=\lambda Q(\lambda) . \tag{3.5}
\end{align*}
$$

Setting the system parameters as

$$
\begin{equation*}
\alpha=5, \beta=5, \gamma=0.11, \xi=3, a=1.5, b=1 \text { and } W\left(\omega_{e}\right)=-a+b\left|\omega_{e}\right| \tag{3.6}
\end{equation*}
$$

Then, the characteristic polynomial (3.5) becomes

$$
\begin{align*}
P(\lambda) & =\lambda Q(\lambda) \\
& =\lambda\left[\lambda^{3}+\left(5\left|w_{e}\right|-23.4\right) \lambda^{2}+\left(50.15-4.5\left|w_{e}\right|\right) \lambda+24.5\left|w_{e}\right|-135.25\right]=0 \tag{3.7}
\end{align*}
$$

In order to find the range $\omega_{e}$ for which the system (3.2) has a three-dimensional stable manifold (Regardless of the eigenvalue being zero), one applies Routh-Hurwitz stability criterion to $Q(\lambda)$. So, all its roots have negative real parts if and only if the following conditions are satisfied

$$
\left\{\begin{array}{l}
5\left|w_{e}\right|-23.4>0  \tag{3.8}\\
24.5\left|w_{e}\right|-135.25>0 \\
-22.5\left|w_{e}\right|^{2}+331.55\left|w_{e}\right|-1038.3>0
\end{array}\right.
$$

Hence,

$$
5.5204<\left|w_{e}\right|<10.221
$$

In contrast, chaos has a greater possibility of occurrence if (3.7) has one or more roots with positive real parts, that is

$$
\begin{equation*}
\left|w_{e}\right|<5.5204, \text { or } \quad\left|w_{e}\right|>10.221 \tag{3.9}
\end{equation*}
$$

According to the above results, we deduce that the initial value of the state variable $\omega(t)$ can affect considerably the dynamical behavior of the system (3.2).

### 3.2 Bifurcation and Lyapunov Exponents spectrum

### 3.2.1 Dynamical behaviors versus the parameter $a$

In this section, the parameters take the following values $\alpha=5, \beta=5, \gamma=0.1, b=1, \xi=3$ and let $a$ vary over a certain interval to discuss the complex dynamics of the system (3.2) with the initial condition $\left(x, y, z, w_{0}\right)=(-0.5,0.1,0.01,-1)$. The bifurcation diagram of $y$ and the corresponding Lyapunov exponents spectrum for $a$ varying from 0 to 6 with a step size $h=0.001$ are obtained as depicted in Figure 3.1 and Figure 3.2, respectively, which are in good coincidence.

From these figures it is obvious that system (3.2) displays period 1 orbit for $a \in] 0.02,1.41[\cup] 2.04,3.24[$. For $a \in] 1.41,2.1[\cup] 3.24,6[$ system (3.2) demonstrates chaotic and hyperchaotic behavior.

In particular, for $a=3$ the Lyapunov exponents are

$$
\begin{equation*}
L_{1} \approx 0.1417, L_{2} \approx 0.0942, L_{3} \approx 0.042, L_{4} \approx-52.2119 \tag{3.10}
\end{equation*}
$$



Figure 3.1: Bifurcation diagram with respect to the parameter a for $w_{0}=-1$


Figure 3.2: The three largest Lyapunov exponents of the system (3.2) versus the parameter $a$ for $w_{0}=-1$

Since $L_{1}+L_{2}+L_{3}+L_{4}=-51.9719<0, L_{1}>0, L_{2}>0$, then the system (3.2) is hyperchaotic. The Kaplan-Yorke dimension of its attractor is

$$
\begin{equation*}
D_{K Y} \approx 3+\frac{L_{1}+L_{2}+L_{3}}{\left|L_{4}\right|}=3+\frac{0.1417+0.0942+0.042}{51.2119}=3.0046 \tag{3.11}
\end{equation*}
$$

which is a fractal dimension.

### 3.2.2 Dynamical behaviors versus the initial state $w_{0}$

In the aim to study the impact of initial condition values on the dynamical behavior of the system (3.2), for the set of parameter values (7), different diagrams are presented to identify chaos.
Considering the initial condition $\left(x, y, z, w_{0}\right)=\left(-0.5,0.1,0.01, w_{0}\right)$, the Lyapunov exponents spectrum and the corresponding bifurcation diagram of $y$, for $w_{0}$ varying from -15 to 15 with step 0.01 are obtained as shown in Figure 3.4 and Figure 3.5, respectively. From these diagrams, one observes that when the value of initial state $w_{0}$ belongs to the following four intervals: $[-15,-11.91],[-5.52,-0.9],[0.9,5.52],[11.91,15]$, then system (3.2) exhibits chaos. Furthermore, the two diagrams indicate symmetry versus $w_{0}=0$.

Particularly, for $w_{0}=-1$ the Lyapunov exponents are [7]

$$
\begin{equation*}
L_{1}=0.1485, L_{2}=0.0420, L_{3}=-0.0154, L_{4}=-31.7725 \tag{3.12}
\end{equation*}
$$

Since $L_{1}+L_{2}+L_{3}+L_{4}=-31.5975<0, L_{1}>0, L_{2}>0$, then the system (3.2) is hyperchaotic. The Kaplan-Yorke dimension of its attractor is

$$
\begin{equation*}
D_{K Y}=3+\frac{L_{1}+L_{2}+L_{3}}{\left|L_{4}\right|}=3+\frac{0.1485+0.0420-0.0154}{31.7725}=3.0055 \tag{3.13}
\end{equation*}
$$

which is a fractal dimension.
Some phase portraits are depicted in Figure 3.3 for different values of the initial condition $w_{0}$. In particular, a period-1 orbits are shown in 3.3(b), 3.3(e), and 3.3(h). Moreover, 3.3(c), $3.3(\mathrm{~g})$ represents a stable equilibrium point, and 3.3(a),3.3(d),3.3(f) and 3.3(i) displays chaotic attractors.


Figure 3.3: Some attractors for different values of initial condition $w_{0}$ : (a) $w_{0}=-13$, (b) $w_{0}=-10.22$, (c) $w_{0}=-7.52$, (d) $w_{0}=-3$, (e) $w_{0}=0.6$, (f) $w_{0}=4$, (g)

## 4 Modified projective synchronization between integer-order and incommensurate fractional order hyperchaotic systems

This section presents a theoretical analysis of the modified projective synchronization between integer-order and incommensurate fractional order hyperchaotic systems by applying the active control method based on the stability theorem of fractional-order linear systems.

### 4.1 Theoretical analysis

Giving two hyperchaotic systems: master and slave described respectively by :

$$
\begin{equation*}
\dot{X}=F(X), \tag{4.1}
\end{equation*}
$$

$$
\begin{equation*}
D^{\alpha} Y=G(Y), \tag{4.2}
\end{equation*}
$$

in order to make the study easier, (4.2) is rewritten as:

$$
\begin{equation*}
D^{\alpha} Y=A Y+g(Y)+U, \tag{4.3}
\end{equation*}
$$

where $X(t)=\left(x_{1}, x_{2}, \ldots, x_{n}\right), Y(t)=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ are states of the master and the slave systems, respectively, $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ where $0<\alpha_{i}<1$ is the fractional-order, $A \in \mathbb{R}^{n \times n}, g$ are the linear part and the nonlinear part of the system (4.3), respectively, and $U=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ is a control input vector.
The error state is defined as:


Figure 3.4: Bifurcation diagram with respect to the fourth coordinate $w_{0}$ of initial condition for $b=1$


Figure 3.5: The three largest Lyapunov exponents of the system (3.2) versus the parameter $w_{0}$ for $b=1$

$$
\begin{equation*}
e(t)=C Y-X \tag{4.4}
\end{equation*}
$$

Where $C=\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ denotes a scaling matrix. The objective of our work is to achieve synchronization between the two hyperchaotic systems (4.1) and (4.2) which could be achieved using the MPS technique when:

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} e(t)=\lim _{t \rightarrow+\infty}\|C Y(t)-X(t)\|=0 \tag{4.5}
\end{equation*}
$$

Hence the error system from equations (4.1) and (4.3) is as follows:

$$
\begin{align*}
D^{\alpha} e & =C D^{\alpha} Y-D^{\alpha} X  \tag{4.6}\\
& =C A Y+C g(Y)+C U-D^{\alpha} X \tag{4.7}
\end{align*}
$$

In order to realize the MPS between integer order and incommensurate fractional order hyperchaotic systems, an active control $U$ is chosen whereas the error system (4.4) asymptotically converges to zero. To achieve the stability of the system, we take the active control $U=\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{T}$, such that:

$$
\begin{equation*}
U=C^{-1}\left((A+M) e-C A Y-C g(Y)+D^{\alpha} X\right) \tag{4.8}
\end{equation*}
$$

where $M \in \mathbb{R}^{n \times n}$ is a gain matrix to be determined.
Substituting (4.8) into (4.7)yields :

$$
\begin{equation*}
D^{\alpha} e=(A+M) e \tag{4.9}
\end{equation*}
$$

Proposition 4.1. If the matrix $M$ is selected such that all roots $\lambda_{i}$ of the characteristic equation:

$$
\operatorname{det}\left(\operatorname{diag}\left(\left[\lambda^{m \alpha_{1}}, \lambda^{m \alpha_{2}}, \ldots, \lambda^{m \alpha_{n}}\right]\right)-(A+M)\right)=0
$$

satisfy $\left|\arg \left(\lambda_{i}\right)\right|>\frac{\pi}{2 m}, i=1,2, \ldots, n$, where $m$ is the least common multiple of the denominators of $\alpha_{i}$, then the master system (4.1) and slave system (4.3) can be synchronized under the controller (4.8).

Proof. Immediately, using theorem 2.2.

### 4.2 Numerical example and simulation results

To confirm the theoretical results obtained in the above sections, we perform numerical simulation by adopting the novel hyperchaotic system as a master system and its incommensurate fractional order version as a slave system.
The master system is defined as

$$
\left\{\begin{array}{l}
\dot{x}_{1}=\alpha\left[x_{3}+\xi x_{1}-(-a+b|\omega|) x_{1}\right]  \tag{4.10}\\
\dot{x}_{2}=x_{2}-x_{3} \\
\dot{x}_{3}=-\beta\left(x_{1}-x_{2}\right)-\gamma x_{3} \\
\dot{x}_{4}=x_{1}
\end{array}\right.
$$

The slave system is expressed by

$$
\left\{\begin{array}{l}
D^{\alpha_{1}} y_{1}=\alpha\left[y_{3}+\xi y_{1}-(-a+b|\omega|) y_{1}\right]+u_{1}  \tag{4.11}\\
D^{\alpha_{2}} y_{2}=y_{2}-y_{3}+u_{2} \\
D^{\alpha_{3}} y_{3}=-\beta\left(y_{1}-y_{2}\right)-\gamma y_{3}+u_{3} \\
D^{\alpha_{4}} y_{4}=y_{1}+u_{4}
\end{array}\right.
$$

where $u_{1}, u_{2}, \ldots, u_{4}$ are the active control functions, and $\alpha$ is a rational number between 0 and 1 . The linear part of the system (4.3) is given by

$$
A=\left[\begin{array}{cccc}
\alpha(a+\xi) & 0 & \alpha & 0  \tag{4.12}\\
0 & 1 & -1 & 0 \\
-\beta & \beta & -\gamma & 0 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

The matrix $C$ is picked out in agreement with the MPS control technique proposed in equation (4.4) then

$$
\begin{equation*}
C=\operatorname{diag}(5,10,0.1,12) \tag{4.13}
\end{equation*}
$$

and the gain matrix $M$ is chosen as

$$
M=\left[\begin{array}{cccc}
-\alpha \xi-2 \alpha a & 0 & 1-\alpha & 0  \tag{4.14}\\
0 & -2 & 1 & 0 \\
\beta & -\beta & -\gamma & 0 \\
-1 & 0 & 0 & -1
\end{array}\right]
$$

With the values given in (4.8) and (4.14), the error system becomes

$$
\left[\begin{array}{c}
D^{\alpha_{1}} e_{1}  \tag{4.15}\\
D^{\alpha_{2}} e_{2} \\
D^{\alpha_{3}} e_{3} \\
D^{\alpha_{4}} e_{4}
\end{array}\right]=\left[\begin{array}{cccc}
-\alpha a & 0 & 1 & 0 \\
0 & -1 & 1 & 0.11 \\
0 & 0 & -\gamma & 0 \\
-1.5 & 0 & 0 & -1
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2} \\
e_{3} \\
e_{4}
\end{array}\right]
$$

and the characteristic equation:

$$
\begin{equation*}
\operatorname{det}\left(\operatorname{diag}\left(\left[\lambda^{m \alpha_{1}}, \lambda^{m \alpha_{2}}, \lambda^{m \alpha_{3}}, \lambda^{m \alpha_{4}}\right]\right)-(A+M)\right)=0, \tag{4.16}
\end{equation*}
$$

it can be transformed to:

$$
\begin{equation*}
\left(\lambda^{m \alpha_{1}}+7.5\right)\left(\lambda^{m \alpha_{2}}+1\right)\left(\lambda^{m \alpha_{3}}+0.11\right)\left(\lambda^{m \alpha_{4}}+1\right)=0 \tag{4.17}
\end{equation*}
$$

Where $m$ is the least common multiple of the denominators of $\alpha_{i}$, for $i=1,2,3$ and 4 , the master system (4.10) and the slave system (4.11) are synchronized if all roots $\lambda$ of (4.17) satisfy


Figure 4.1: Some chaotic attractors of novel incommensurate fractional order system (4.11)
$\left|\arg \left(\lambda_{i}\right)\right|>\frac{\pi}{2 m}$.
Let us take $(\alpha, \beta, \xi, a, \gamma)=(5,5,3,1.5,0.11)$ and $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right)=(0.95,1,1,1)$, substituting in (4.17) yields:

$$
\begin{equation*}
\left(\lambda^{19}+7.5\right)\left(\lambda^{20}+1\right)\left(\lambda^{20}+0.11\right)\left(\lambda^{20}+1\right)=0, \tag{4.18}
\end{equation*}
$$

Obviously, all roots $\lambda_{i}$ of (4.18) must satisfy the condition $\left|\arg \left(\lambda_{i}\right)\right|>\frac{\pi}{40}$, consequently the master system (4.10) and the slave system (4.11) are synchronized, under the controller (4.8).

Finally, for numerical simulation, the Adams method [16] is used to solve the systems with time step size $h=0.02$, the error system has the initial values:

$$
e_{1}(0)=0.1, e_{2}(0)=0.2, e_{3}(0)=0.1, e_{4}(0)=-1 .
$$

The parameter values of the hyperchaotic systems are taken as in the hyperchaotic case (??) and the different fractional-orders are taken as:

$$
\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right)=(0.95,1,1,1) .
$$

Figure 4.1 illustrates the attractors of the novel incommensurate fractional order system (4.11).

Figure 4.2 illustrates the synchronization errors between integer-order and incommensurate fractional order systems.
Figure 4.3 illustrates the error functions evolution (4.15).
From Figure 4.3, for the given parameters, numerical results clearly show that errors converge to zero, and so the MPS is effectively implemented under the controller (4.8).


Figure 4.2: Synchronization errors between integer order and incommensurate fractional order systems

## 5 Conclusion

The synchronization between integer-order and fractional-order versions of a new memristorbased circuit with hyperchaotic dynamics was examined in this study. In order to derive the dynamical analysis, the stability theorems for fractional-order systems were applied, and the findings show that the variation of the fractional-order derivative significantly affects the proposed model's dynamical behavior. An MPS controller for synchronizing two hyperchaotic systems with integer and incommensurate fractional orders has been developed. Some numerical simulations have been provided to illustrate the theoretical results. We will use the proposed memristor-based hyperchaotic circuit for secure communication in the future by modulating the original signals into the chaotic sequences generated by the master circuit and transferring the combined signals to the receiver over a communication channel. Signals are received, and the MPS controller decodes them using the slave memristor-based circuit. Therefore, the relevant research is still in its early stages, and our next articles will discuss circuit implementations.


Figure 4.3: The synchronization errors of (4.10) and (4.11)
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