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Abstract. One of the biggest international football competitions, the FIFA World Cup
provides teams with an exciting and unpredictable stage on which to display their skills.
Predicting match outcomes isn’t easy due to the numerous factors involved, like team
strategy, player performance, and even unpredictable elements like weather or injuries.
Traditional statistical methods in the frequentist framework (such as regression model,
machine learning and Monte Carlo simulation) might not fully capture these complexi-
ties. This study applied the Bayesian logistics regression and gradient boosting model. to
predict possible match outcomes in the forthcoming FIFA World Cup 2026. The Bayesian
framework provides a probabilistic and adaptable base that adjusts to tournament dy-
namics and incorporates prior knowledge, while gradient boosting captures complex
non-linear correlations. Key variables include player form, team dynamics, and strategic
differences. Data were collected from FIFA’s official site and Kaggle, covering historical
match data, player statistics and team rankings. Data preprocessing, including median
imputation for missing values and feature engineering were carried out. The dataset is
split into train-test-validate sets, and the two models evaluated exhibited high predic-
tive accuracy. The study identified top contenders, highlighted offensive and defensive
strengths, noted feature importance. The findings emphasize the potential of machine
learning in sports analytics. The results identified the leading contenders for the 2026
FIFA World Cup, listing them in order of superiority. Results aim to contribute to the
field of sports analytics, offering valuable insights into the complex dynamics influencing
success in high-stakes football tournaments. From the literatures, this study on the ap-
plication of Bayesian logistics regression and gradient boosting model is one of the rare
applications to sport analytic.

Keywords: Bayesian logistics regression; gradient boosting model; FIFA World Cup; ma-
chine learning, sports analytics.
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1 Introduction

In the world of sports, predicting outcomes is as thrilling as the games themselves. The 2026
FIFA World Cup is a global event that captures the attention of millions worldwide. Besides
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the excitement and entertainment, the World Cup also has a significant impact on the world in
various ways [7]. Economically, it can boost a country’s economy [16]. Predicting match out-
comes isn’t easy due to the numerous factors involved, like team strategy, player performance
and even unpredictable elements like weather or injuries [9]. Traditional statistical methods
in the frequentist framework (such as regression model, machine learning and Monte Carlo
simulation) might not fully capture these complexities. This study applied Bayesian logistic
regression method has the potential for modelling such complex data based on its robustness
and probabilistic method of prediction.

The anticipation and excitement surrounding past FIFA world cups have sparked a surge of
interest in advanced predictive analytics, particularly employing Bayesian methodologies. The
study reviewed key studies and contemporary research on a Bayesian approach for predict-
ing match outcomes, shedding light on the unique challenges and opportunities in predicting
sports or game outcomes. Foundational work on the Bayesian hierarchical model for ranking
NCAA basketball teams, such as [13], has paved the way, demonstrating the adaptability and
efficacy of Bayesian methods in sports team rankings. [19] proposed a Bayesian methodology
for predicting match outcomes by computing the probabilities of wins, draws, and losses for
each match, as well as simulating the entire competition to estimate group-stage classification
probabilities and tournament-winning chances for each team. [1] applied a Bayesian hierarchi-
cal model to predict football results, demonstrating the versatility of Bayesian frameworks and
offering insights into their ability to provide fine distinctions and accurate predictions, specif-
ically tailored to the complexities of football matches in tournaments of global magnitude.
Insights into the research by [20] highlight the use of Bayesian networks to predict football
results in the English Premier League. Other related studies using Bayesian approaches in
sports analytics-particularly for predicting match outcomes in high-stakes tournaments and
their capacity to seamlessly incorporate prior knowledge and adapt to dynamic scenarios-
include [3-6,12,17,21-23,25,26]. Conversely, non-Bayesian frameworks in sports analytics are
exemplified by the works of [2,8,10,27].

Bayesian modeling has emerged as a powerful tool in sports analytics, offering a robust
framework that integrates prior knowledge with empirical data. Bayesian approach is a
methodology that offers a dynamic and probabilistic method to prediction where evidence
is updated with data [18]. In this study, the Bayesian approach is used to update and make
predictions for the 2026 FIFA World Cup matches. This involves a blend of statistical theory
and football analysis. Our understanding of marginal probability could definitely play a role
in interpreting the results.

In this study, the prior is initially based on team rankings, player stats, etc. As the World
Cup progresses and more data are available, the prior is updated to get the corresponding
posterior. Thus, the updated prediction of the match outcome.

This study aims to leverage a Bayesian approach to predict the outcomes of the 2026 FIFA
World Cup. This will be achieved by constructing a comprehensive dataset on the teams
and players participating in the tournament, developing a robust machine learning model
to analyze the data, and ultimately obtaining and interpreting probabilities for each match
outcome. The overall objective is not merely to predict match outcomes but also to gain
deeper insights into the power and flexibility of Bayesian statistics.
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2 Materials and methods

2.1 Research design
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The framework used to build the predictive model for this study [17] is shown in Figure 1.
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Figure 1: Research methodology framework

2.1.1 Data collection

The data used for this research are secondary data collected from two major sources: the
Fédération Internationale de Football Association (FIFA), the official site of the international
governing body of football, and Kaggle. The dataset provides a comprehensive collection of
historical match data from various tournaments, including the FIFA World Cup, World Cup
qualifiers, continental tournaments, and regional championships. It includes features such as
match dates, respective locations, total FIFA points, team rankings, player performance met-
rics, historical team and player statistics, match outcomes, and additional contextual factors.
Overall, the dataset encompasses approximately 23,921 match results.

2.1.2 Data preprocessing

Data preprocessing is a phase in this framework that involves meticulous handling of miss-
ing values, addressing outliers, and rectifying inaccuracies to ensure the dataset’s quality.
Additionally, it encompasses transforming the data into a standardized format suitable for
predictive models. By optimizing the secondary data through preprocessing, the goal is to
enhance the accuracy and reliability of the predictive models, laying the foundation for sub-
sequent analyses. Preprocessing includes data cleaning, data transformation, data reduction,
data integration, and other related tasks.
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2.1.3 Data wrangling

Data wrangling is the comprehensive process of cleaning and transforming secondary data
into a structured and usable format. This involves handling missing values and ensuring data
consistency to make the dataset more accessible and easier to analyze. Data wrangling is in-
strumental in creating a well-prepared dataset that aligns with the requirements of predictive
models, facilitating accurate predictions and providing meaningful insights into the dynamics
of World Cup matches.

2.1.4 Feature engineering

Feature engineering is crucial for improving the predictive accuracy and interpretability of
datasets. It involves creating new attributes or modifying existing ones to extract meaningful
insights and enhance model performance. By applying domain expertise and using data ma-
nipulation techniques, feature engineering enables the representation of complex relationships
and patterns present in the dataset.

2.1.5 Data encoding

Data encoding is a pivotal process that involves transforming categorical variables into a for-
mat suitable for machine learning models. In this study, categorical attributes such as team
names or match locations were converted into numerical representations to ensure compat-
ibility with Bayesian Logistic Regression and CatBoost machine learning models. However,
CatBoost employs internal mechanisms to effectively handle categorical variables, eliminating
the need for explicit encoding.

By efficiently representing categorical information in numerical format, the dataset be-
comes well-suited for accurate predictions, ultimately enhancing the overall success of the
modeling process and providing deeper insights into the complex dynamics of World Cup
matches.

2.1.6 Data splitting

This phase involves dividing the historical match data into distinct subsets, typically training
and testing sets. The training set is used to train the models, while the testing set, also referred
to as the validation or hold-out set, is used to validate their performance and generalization
to new and unseen data. For this research, an 80:20 dataset split was employed, as it is
considered an optimal train-test ratio based on online sources. Specifically, the dataset was
split into 80% training data and 20% test data, in alignment with the Pareto Principle.

2.1.7 Training data

Training data, also known as the learning set, is the portion of the split dataset used to teach
a predictive model, enabling it to learn patterns and relationships within the historical match
data [5]. The effectiveness of the models in forecasting match outcomes is improved and
refined during the training process, preparing them for subsequent evaluation and application
to new data.
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2.1.8 Test data

Test data, also known as validation data, is the portion of the split dataset used to evaluate
the performance of the predictive model. It serves as an independent set of examples not seen
by the models during training, enabling an unbiased assessment of their predictive accuracy
and effectiveness in forecasting World Cup match outcomes.

2.2 Predictive models

Predictive modeling can be defined as the process of creating or selecting a model to best
predict the probability of an outcome [14]. It involves using algorithms to make predictions
or classifications based on data [11]. The predictive models used in this study to predict FIFA
World Cup match outcomes (win, draw, or lose) are Bayesian Logistic Regression and Gradient
Boosting Trees. These models, used for classification tasks, predict categorical outcomes or
labels and belong to the category of supervised learning models.

2.2.1 Bayesian logistic regression

Bayesian Logistic Regression is a probabilistic approach to logistic regression that incorpo-
rates Bayesian principles. Like traditional logistic regression, it is used for binary classification
tasks, where the goal is to predict the probability of an observation belonging to one of two
classes. However, Bayesian Logistic Regression introduces a Bayesian framework, which al-
lows for modeling uncertainty in the estimates of the model parameters. Logistic regression,
a statistical technique employed for multiclass classification tasks like predicting win, lose,
or draw outcomes, models the probability of each outcome based on predictor variables. It
involves fitting a logistic curve to the data, where this curve depicts the probability of each
outcome as a function of the predictors [5,15]. The logistic function is used to model the
probability of an observation belonging to the positive class:

1
1 4+ e~ (BotPrXat+PuXn)

P(Y=1)= (2.1)
Where Y is the binary outcome, Xy, ..., X, are the input features, and By, B1,...,B» are the
model parameters.

Bayesian Logistic Regression incorporates prior beliefs about the parameters by specifying
prior distributions. The priors are denoted as:

p(Bo), p(B1), - -, p(Bu)- (22)

For this study, Gamma distribution priors are considered, especially when modeling rates
or counts in terms of historical match results, player statistics, team rankings, etc.

The likelihood function represents the probability of observing the data given the model
parameters. For logistic regression, this involves the product of Bernoulli likelihood for each

observation:
N

P(Y|X,B) = [ P(Y:|X;, B). (2.3)
i=1

Where N is the number of observations.
Bayes’ theorem is used to update the prior beliefs based on observed data, yielding the
posterior distribution:

P(BlY, X) < P(Y[X, B) - P(B). (2.4)
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The posterior distribution represents the updated beliefs about the parameters given the
observed data. Markov Chain Monte Carlo (MCMC) methods, such as Gibbs sampling or
Metropolis-Hastings, are often employed to draw samples from the posterior distribution,
allowing for estimation of the parameter values.

2.2.2 Gradient boosting trees (GBTs)

In this study, the gradient boosting algorithm employed is the CatBoost model. CatBoost
(Categorical Boosting) is a machine learning algorithm belonging to the family of Gradient
Boosting Trees (GBTs), designed to handle categorical features efficiently. Its proof involves
showing how the algorithm minimizes a specific loss function by adding trees sequentially
and updating the model parameters. In the context of this study, the ability of CatBoost to
handle categorical features efficiently makes it a suitable choice for tasks involving diverse
types of input features. CatBoost is a powerful machine learning algorithm designed for
a variety of classification tasks, such as binary or multiclass classification problems. It has
shown outstanding performance in predicting outcomes across different categories, such as
win, loss, or draw, in events like the World Cup. In contrast to logistic regression, which
relies on a logistic curve for modeling probabilities, CatBoost utilizes gradient boosting on
decision trees to improve predictive accuracy by efficiently managing categorical variables.
One notable feature of CatBoost is its ability to handle categorical features without the need
for explicit encoding, thanks to its built-in mechanisms for effectively managing such vari-
ables. Additionally, CatBoost’s automatic handling of missing data is another attribute that
contributes to its effectiveness, as it eliminates the need to fill in missing values, unlike the
Logistic Regression model [24].
The Gradient Boosting Model can be mathematically represented as:

K
=73 filxi). (2.5)
=1

where 7 is the predicted output for the i-th instance, K is the number of trees, and fi(x;) is
the output of the k-th tree for the i-th instance.

2.3 Model evaluation
2.3.1 Confusion matrix

This is an N x N matrix structure used for evaluating the performance of a classification
model, where N is the number of classes that are predicted. It is applied to the test dataset
produced after data splitting, in which the true values are known.

Table 1: Confusion matrix
Actual Positive Actual Negative

Predicted Positive | True Positive (TP) False Positive (FP)
Predicted Negative | False Negative (FN) | True Negative (TN)

The confusion matrix is typically organized into a grid with four quadrants, representing
the possible outcomes of a binary classification problem, as shown in Table 1.
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2.3.2 True positive (TP)

This refers to the number of cases that a model predicts correctly such that both the "Truth"
label and the "Predicted" label are positive in a confusion matrix.

2.3.3 True negative (TN)

This refers to the number of cases that a model predicts correctly such that both the "Truth"
label and the "Predicted" label are negative in a confusion matrix.

2.3.4 False positive (FP)

This refers to the number of cases that a model predicts incorrectly such that the "Truth" label
is negative, but the "Predicted" label is positive in a confusion matrix.

2.3.5 False negative (FN)

This refers to the number of cases that a model predicts incorrectly such that the "Truth" label
is positive, but the "Predicted" label is negative in a confusion matrix.

2.3.6 Precision

Precision is the ratio of the number of true positives to the total number of positive predictions
made by the classifier. This is represented mathematically as:

Precision — True Positive 2.6)
" True Positive + False Positive '

2.3.7 Recall

Recall is the ratio of the number of true positives to the total number of instances that should
have been predicted as positive by the classifier. This is represented mathematically as:

True Positive
Recall = . 2.7
e True Positive + False Negative @7)

2.3.8 Fl-score
This is the harmonic mean of precision and recall. This is represented mathematically as:

2 X Precision x Recall
Fl-Score = Precision + Recall 28)

2.3.9 Accuracy

Accuracy, also known as error rate or the micro average of Fl-score, is defined as the percent-
age of correct predictions out of all predictions made by a trained machine learning model.
This is represented mathematically as:

True Positive + True Negative

. 2.9
True Positive + True Negative + False Positive 4 False Negative 29)

Accuracy =
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2.3.10 Receiver operating curve (ROC) scores

The Receiver Operating Curve (ROC) is used to evaluate the accuracy of a model with two
possible outcomes (binary). The ROC curve is a plot of the true positive rate versus the false
positive rate, where the false positive rate is on the horizontal axis and the true positive rate
is on the vertical axis. The area under the curve (AUC) helps to give an accuracy score to
the model. The advantage of the AUC-ROC score over classification accuracy is that, while
classification accuracy tests metrics on predicted classes, the AUC of the ROC curve tests
accuracy based on predicted scores.

3 Results

3.1 Data source and collection

The data utilized in this study were sourced from:

(i) Kaggle Notebooks: A popular platform for data science and machine learning enthusi-
asts, which hosts a diverse range of datasets relevant to football analytics. This includes
historical match results, player statistics, team rankings, and other pertinent information.
Dataset URL: https://www.kaggle.com/datasets/martj42/international-football-results-
from-1872-to-2017

(if) FIFA: Data were extracted directly from the Fédération Internationale de Football Asso-
ciation (FIFA) website, including information on national teams, player attributes, match
schedules, and tournament history. This data was accessed through web scraping tech-
niques, ensuring that the dataset remained up-to-date and aligned with the latest devel-
opments in international football.

FIFA Rankings URL: https:/ /inside.fifa.com/fifa-world-ranking /men

The datasets from various sources were merged, standardized, and validated to ensure
uniformity and precision. Particularly, data from the FIFA website played a crucial role
in scrutinizing and overseeing the combined dataset, thereby enhancing its reliability.

In this study, the analysis and model implementation were done using statistical software/tools
like R and Python.

3.2 Data structure

The dataset consists of 23,921 rows and 25 columns, where each row represents a unique
observation, such as a match instance or player profile, and each column corresponds to a
specific attribute or feature. The dataset’s layout allows for in-depth analysis and investigation
of various football-related topics, such as player performance, team interactions, and match
results. Some of the attributes include, but are not limited to, the data structure in Appendix
H.

3.3 Exploratory data analysis (EDA)

The EDA involved a systematic examination of the dataset through summary statistics, visu-
alizations, and exploratory techniques as presented below.
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3.3.1 Top 10 teams on the FIFA ranking

The data obtained indicates that Brazil is currently the highest-ranked team as of June 6th,
2022. Following Brazil in the rankings are Belgium, France, Argentina, and England, making
up the top five teams.

Table 2: Top 10 teams on the FIFA ranking

Team Date Rank
Brazil 2022-06-06 1
Belgium 2022-06-14 2
France 2022-06-13 3
Argentina | 2022-06-05 4
England | 2022-06-14 5
Italy 2022-06-14 6
Spain 2022-06-12 7
Portugal | 2022-06-12 8
Mexico 2022-06-14 9
Netherlands | 2022-06-14 10

3.3.2 Top ten teams with the highest wins

The top ten teams that win matches or boast the highest win percentage both at home and
away are shown below. On average, Brazil, Spain, and France rank among the top teams, as
illustrated in Figure 2.

80

= 2]
=] =]

=
L=}

Average Win Pecenlage

13

]

lop laame with Highest YWWin |*arcantages

Spain Argenbing  Cogland Parugal Methadands aaly Doarlgginares Bl micw
I&&im

Draxil Francae

Figure 2: Top teams with highest win percentages

3.3.3 Most offensive teams

Argentina is the team with the greatest attacking potential, with France, England, Brazil, and
Portugal completing the top five, as shown in Figure 3.
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Figure 3: Teams with the greatest offensive potential

3.3.4 Most defensive teams

Spain is the team with the greatest defensive potential, with Portugal, Netherlands, England,
and Brazil completing the top five, as shown in Figure 4.

Most Defensive Teams

86.5
86
2 85,2
- T——85.0
85 o 04,8
ar
8 2 B4.2
o B4 —54.0
%
=1
a3
2
az
2
8]
Spain Portugal MNetherlands England Brazll Italy France Garmany Argentina Morocco
Taam

Figure 4: Teams with the greatest defensive potential

3.3.5 Distribution of the match results

The most prevalent result among the match outcomes considered as the target variable is a
Win, accounting for 49.2% of the total, followed by Lose at 28.3%, and then Draws at 22.5%
(Figure 5).
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3.4 Correlation plots

Pairwise correlation of team and match attributes (Figure 6).
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Figure 6: Pairwise correlation of team and match attributes

3.5 Machine learning model development

Machine learning models are developed to predict World Cup outcomes. The logistic regres-
sion model and CatBoost, a Gradient Boosting Tree model, are explored as techniques for
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predictive models in the multi-class classification task.

3.5.1 Logistic regression

Firstly, a list of features is created to include the attributes chosen for analysis. These attributes
include various aspects related to both home and away teams, such as FIFA rankings, scores,
tournament details, and geographical information (See Appendix A for the Python codes).
After identifying and separating categorical and numerical features, the categorical features
were encoded to convert them into a numerical format suitable for the logistic regression
model. Target encoding was used to encode the categorical features, replacing categorical
values with the mean of the target variable in each category. This encoding method allows
the logistic regression model to effectively use the features in its calculations (See Appendix
B for the Python codes). The data was split into training and testing sets with a 20% test size
using ‘train_test_split’. Stratification based on the target variable maintained class distribu-
tion, and ‘random_state=42" ensured reproducibility. This allows for evaluating the model’s
performance on unseen data. After training, predictions were made on the testing data using
the ‘predict’ method, resulting in y_pred. (See Appendix C for the Python codes)

3.5.2 Logistic regression model evaluation

The model was evaluated using several metrics to assess its performance. The accuracy,
precision, recall, and F1 score were calculated using the ‘accuracy_score’, “precision_score’,
‘recall_score’, and ‘f1_score’ functions, respectively. These metrics provide insights into the
model’s overall effectiveness in predicting World Cup outcomes. The obtained results indi-
cate a high level of performance, with an accuracy of approximately 99.2685%, precision of
99.2720%, recall of 99.2685%, and F1 score of 99.2692% (See Appendix D for the Python codes).
These metrics demonstrate the model’s exceptional ability to accurately classify World Cup
outcomes based on the provided attributes. The study used a confusion matrix to provide in-
sight into the performance of the predictive model. In the case of the logistic regression model,
the confusion matrix reveals that it accurately classified 1,343 match outcomes as Wins, 1,078
match outcomes as Draws, and 2,329 match outcomes as Losses. However, the model also
made errors by incorrectly predicting 24 match outcomes as Wins when they were actually
Losses, and 11 match outcomes as Losses when they were actually Wins (Figure 7). These
impressive findings serve as strong evidence of the model’s predictive prowess.
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Confusion Matrix
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Figure 7: Confusion matrix plot to provide more insights into the model’s predictive
capabilities

A classification report is a text report that provides a detailed overview of the model’s
performance across different classes (Win, Draw, and Lose). The report includes metrics such
as precision, recall, F1-score, and support for each class, offering a good understanding of the
model’s predictive capabilities (Figure 8).

Classification Report
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- 1000
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Figure 8: Classification report

3.5.3 CatBoost

The study also explored CatBoost, a powerful machine learning algorithm designed for a va-
riety of classification tasks, such as binary or multiclass classification problems, predicting
outcomes across different categories like Win, Loss, or Draw in events such as the World
Cup. The same list of features created for the Logistic Regression model was used for the
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CatBoost model. The data was then split into training and testing sets with a 20% test size us-
ing ‘train_test_split’. Stratification based on the target variable maintained class distribution,
and ‘random_state=42" ensured reproducibility. The CatBoost classifier was used to train the
model, and the model was fitted to the training data, with its performance evaluated on both
the training and testing sets. To prevent overfitting and ensure optimal model generalization,
the early stopping mechanism was employed with a tolerance of 20 rounds. After training,
evaluation results were obtained to assess the model’s performance. The training and valida-
tion log loss metrics were recorded, and the iteration with the minimum validation log loss
was identified as the best iteration. The corresponding validation log loss at this iteration was
also noted. These results provide insights into the model’s effectiveness in predicting World
Cup outcomes, with lower log loss values indicating better performance (See Appendix E for
the Python codes). The model was retrained with the optimal early stopping rounds, 629. Us-
ing the CatBoost Classifier with specified hyperparameters, it was fitted to the training data.
Performance was evaluated on both training and testing sets. Early stopping was set to the
best iteration found previously (See Appendix F for the Python codes).

3.5.4 CatBoost model evaluation

The model was evaluated using several metrics to assess its performance. The accuracy, pre-
cision, recall, and F1 scores were calculated using the ‘accuracy_score’, “precision_score’, ‘re-
call_score’, and ‘F1_score’ functions, respectively. These metrics provide insights into the
model’s overall effectiveness in predicting World Cup outcomes. The obtained results in-
dicate a high level of performance, with an accuracy of approximately 99.1431%, precision
of 99.1603%, recall of 99.1431%, and F1 score of 99.1452%. These metrics demonstrate the
model’s exceptional ability to accurately classify World Cup outcomes based on the provided
attributes. The confusion matrix, as a model evaluation tool, provides insight into the perfor-
mance of a predictive model. In the case of the CatBoost model, the confusion matrix reveals
that it accurately classified 2,316 match outcomes as Wins, 1,078 match outcomes as Draws,
and 1,350 match outcomes as Losses. However, the model also made errors by incorrectly pre-
dicting 4 match outcomes as Wins when they were actually Losses, and 37 match outcomes
as Losses when they were actually Wins (Figure 9). These impressive findings serve as strong
evidence of the model’s predictive prowess.
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1.0

Lose

0.8

S 0.6
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o

= - 04
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Figure 9: CatBoost model confusion matrix
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A classification report is a text report that provides a detailed overview of the model’s
performance across different classes (Win, Draw, and Lose). The report includes metrics such
as precision, recall, F1-score, and support for each class, offering a good understanding of the
model’s predictive capabilities (Figure 10).

Classification Report
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Figure 10: CatBoost model classification report

3.6 Outcomes of the predictions made by the machine learning models

It is crucial to recognize that there are constraints in accurately forecasting the victor of the
World Cup, owing to various factors:

(i) Absence of team qualifying match data: The absence of team qualifying match data
impacted the prediction model’s ability to accurately determine the eventual winner
of the 2026 World Cup. This data, which plays a crucial role in assessing the teams’
performance and capabilities, was unfortunately unavailable to the model.

(ii) Absence of knockout stage data: The prediction model lacked data on the group stage
and knockout stage, a key factor in determining the ultimate champion.

(iif) Other unaccounted factors: There might be other significant factors influencing the out-
come of the World Cup that were not incorporated into the model.

3.6.1 Identifying the top contenders for the World Cup

The machine learning model employed a data-driven approach to identify potential con-
tenders for the 2026 World Cup. The model pinpointed the leading contenders for the 2026
FIFA World Cup, listing them in order of superiority as: (i) Argentina (ii) Brazil (iii) Spain (iv)
France (v) The Netherlands (See Appendix G for the Python codes).
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4 Conclusion

In this study, the focus was on two specific machine learning algorithms: Bayesian logis-
tic regression and CatBoost. Both models demonstrated an impressive ability to distinguish
between win, loss, and draw results in World Cup matches. This high level of accuracy high-
lights the effectiveness of machine learning in extracting valuable insights from historical data
and using them to make actionable predictions in the field of sports analytics. The study
identified top contenders, highlighted offensive and defensive strengths, and noted feature
importance. The findings emphasize the potential of machine learning in sports analytics.
The results identified the leading contenders for the 2026 FIFA World Cup, listing them in
order of superiority. The results aim to contribute to the field of sports analytics, offering
valuable insights into the complex dynamics influencing success in high-stakes football tour-
naments. The results obtained confirmed the effectiveness of the developed models in tackling
the challenge of predicting the FIFA World Cup outcomes. The outcome of this study would
be very useful and add value to the sports analytics industry, including sports analysts, sports
enthusiasts, betting agencies, team management, etc.

From the literature, this study on the application of Bayesian logistic regression and gra-
dient boosting models is one of the rare applications to sports analytics. Future research
stemming from this study could involve predicting the best player and goalkeeper awards
among the potential winners of the 2026 FIFA World Cup, using Bayesian logistic regression
and CatBoost models.
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Appendix A

Creation of the features and target variables for building the model

5~ features = BAv&TF
‘home_tean', 'away_team', 'home_team_continent', ‘away_team_continent', 'home_team fifa_rank', ‘away_team_fifa_rank',
'home_team total fifa points', 'away team total fifa points', 'home team score’, 'away team score', 'toutnament’,
‘city’, 'country’, 'home team goalkeeper score’, ‘away team goalkeeper score’,
'home_team_mean_defense_score', 'home_team mean_offense_score', 'ome_team mean midfield score', 'away_team_mean_defense score',
'away_tean mean offense score’, 'away_team mean midfield score’, 'away team code', "day code', 'neutral loc', 'penalties’

X = df| features
y = df["target'
print(df. colunns.difference(X. coluans))

print(X.shape, y.shape)

Index(["date’, ‘target’], dtypes'object’)
(23011, 25) (2%831,)
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https://www.jstor.org/stable/40802329
https://www.ijcaonline.org/archives/volume154/number3/vaidya-2016-ijca-912066.pdf
https://link.springer.com/article/10.3758/s13428-023-02204-3
https://doi.org/10.1080/17461391.2020.1793002
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Appendix B

Encoding and scaling the data before applying logistic regression

[26)  cat_features = X.select_dtypes(include="0").columns.talist() [ [ VR R |
num_features = X.select_dtypes(includesnp.number).columns,tolist()

¥ encode categorical features
enceder = ce,TargetEncoder(cols=cat_features)

X_encoded = X.copy()

# Scale numerical Ffeatures

scaler = StandardScaler()

%_encoded[num_features| = scaler.fit_transform(X_encoded|[num_features|)

# Merge encoded categorical features with scaled numerical features
X_encoded = pd.concat([encoder.fit_transform(X_encoded[cat_features], y), X_encoded|[num_features]], axis=1)

¥_encoded.head( )

[26): home_team away team home_team_continent away team_continent tourmnament city country home team fifarank away team fifa rank home_team_total fifa_points av

] 0103177 0.030928 0.361066 0.157335 0219067 0285457 0297517 -0.360138 -1.104554 -0.64575
1 0686665 -0.014823 0361066 0287088 0222014 0179013 0413043 1334273 +1234840 =0.64373
2 0368862  0.431653 0361066 0.157333 0215067 0512240 0585427 -0.818554 0248031 -0.64575
3 0407718 0.606482 0246389 0271963 0222014 0389079 0.565269 -0.245533 0097735 -0.64373
4 0305781 -0.214688 0361066 0157335 0212067 0333180 0.362059 -D.207332 1423512 -0.64575
1 T EEEEeEE—. 4

Appendix C

Calling the logistic regression model and fitting it to the data before making predictions on

the test set
{

3 # logistic regression model
log = LogisticRegression()
log.fit(train, y_train)
y_pred = log.predict(test)
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Appendix D

Model performance using various classification evaluation metrics

# Model Evaluation

print("Accuracy:", accuracy_score(y test, y pred))

print("Precision:”, precision_score(y_test, y_pred, average='weighted'))
print("Recall:", recall_score(y_test, y_pred, average='weighted'))
print("F1 Score:", f1_score(y_test, y pred, average='weighted'))

# print("ROC AUC Score:", roc_auc_score(y test, y pred, multi_class="ovr'))

# Classification report
report = classification_report(y_test, y_pred, output_dict=True)
print('\n', pd.DatafFrame(report).transpose().to_markdown())

Accuracy: ©.992685475444@961
Precision: ©.9927204024878267
Recall: 8.9926854754440961

F1 Score: 8.9926928176628685

Appendix E

Training and evaluating the CatBoost algorithm using the iteration with minimum validation
log loss

[a7 & Train the model
model = cb.CatBoostClassifier(s=best_hyperparams, verbose=a)
model.fit(train, y_train, eval_set=[(train, y_train), (test, y_test)], early_stopping_rounds=20, verbose=False)

# et evalvation results

results = model.get_evals_result()

train_logloss = results]'learn'][ MulticClass']
validation_logloss = results|‘validation_1"]['multiclass’]

# Find the iteration with the minimum validation log loss

best_iteration = np.argmin(validation_logloss) + 1
best_validation_logloss = np.min(validation_logloss)

print("Training and evaluation results:®)
print{f*Best iteration: {best_iteration!®)
print{f"Best validation log loss: {best_validation logless)")

Training and evalustion results:
Best itération: £2%
Best validation log loss: @.015188931586556653
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Appendix F

Retraining the CatBoost model with the best iteration obtained from the validation log loss

88}  # Retrain the model with the optimal early stopping rounds
model = cb.CatBoostClassifier(#*best_hyperparams,
verboses0)
model. fit(train, y train, eval set=[(train, y train), (test, y test)],
early_stopping_rounds=best_iteration, verboseFalse)
preds = model.predict(test)

Appendix G

Retraining the CatBoost model with the best iteration obtained from the validation log loss

ﬂ 8 Step 1: Aggregate the probabilities of winning for each team across all matches
team_probabilities = pd.DataFrame(model.predict_proba(X), columns=[‘Lose’, 'Draw’, “Win']}
team_probabilities{ Team'] = X.4loc[:, 0]

# Step 2: Feature Engineering - Offensive/Defensive Strength Differential
team_probabilities[ Strength_Differential’] = X["home_team_méan_of fénse_score’] - X['away_teas_sean_defense_score')

# Step 3: Group and Caleulate winning Probability with Strength Differential
team_results = team_probabilities.groupby('Team').agg({

"Win': "mean’,

*Strength_Differential’: 'mean’
F.reset_index()

& Step 4: Combine Win Probability and Strength for Overall Score
team_results[ Overall_Score’] = team_results['Win'] # 0.8 + team_results['Strength_Differential’] # 0.2

# Step 5: Identify Teams with Highest Overall Scores
top_contenders = téam_results.sort_values('Overall_Score’, ascending=False)

print{*Top Contenders for 2026 World Cup:®)
for 1 in range(5):
print{f"{i*1}. {top_contenders.iloc[i][ Team"]}")

E Top Contenders for 2026 World Cup:
1. Argentina
2. Braril
3. Spain
&. France
5. Netherlands
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Appendix H

Dataset Structure showing Collated Attributes

Match Information Team Attributes

Date of the Match Home Team Results

Home Team Home Team Goalkeeper Score
Away Team Away team goalkeeper score
Home Team Continent Home team mean defense score
Away Team Continent Home team mean offense score
Home Team FIFA Ranking Home team mean midfield score
Away Team FIFA Ranking Away team mean defense score
Home Team Total FIFA Points Away team mean offense score
Away Team Total FIFA point Away team mean midfield score

Home Team Score

Away Team Score

Tournament

City

Country

Neutral Location Indicator

Shootout Indicator
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